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Abstract
The study of strongly-correlated matter in two-dimensional materials

has emerged as a exciting prospect for the exploration of condensed matter
physics, as well as the design of novel device platforms. Moiré engineering,
where the 2D layers feature an interlayer twist angle, has proven to be a
powerful tool to engineer electronic correlations. In magic angle twisted
bilayer graphene, a twist angle of 1.1◦ between the graphene layers generates
a moiré superlattice potential. A flat electronic band appears at the Fermi
level, in which a variety of interaction-driven, many-body quantum phases
can emerge. Another avenue to study strong electronic correlations in two
dimensions is the exfoliation of intrinsically correlated bulk crystals into the
atomic limit.

The optoelectronic response of strongly-correlated systems in 2D het-
erostructures stands out as a powerful probe, as it can provide insight into
both the electronic transport properties and the fundamental light-matter
interaction in these systems. In this thesis, we study two strongly correlated
2D materials: MATBG and the cuprate superconductor Bi2Sr2CaCu2O8−δ

(BSCCO-2212). We leverage different optoelectronic techniques to study the
fundamental properties of the correlated electrons in the MATBG flat bands
and the potential of two-dimensional BSCCO-2212 layers for applications in
quantum sensing.

First, we investigate the electronic spectrum of the MATBG flat bands
through their thermoelectric transport. We use an optical excitation to
induce a thermal gradient in the flat band electrons, which in turn generates
a charge current. We report anomalous thermoelectricity which provides
strong evidence for the coexistence of localized and de-localized electronic
states in the strongly-interacting flat bands.

Next, we study the dynamics of hot carrier cooling in the MATBG flat
bands using a frequency-resolved photomixing technique. Strikingly, we
find that hot carriers can efficiently relax their energy down to cryogenic
temperatures; in contrast to the case of bilayer graphene samples. We
propose a novel Umklapp electron-phonon scattering mechanism for hot
carriers in MATBG, enabled by the moiré superlattice potential.

Lastly, we explore the development of superconducting photodetectors
with high-Tc based on ultrathin BSCCO-2212 flakes. We fabricate high
quality samples that exhibit remarkable performance at telecom wavelengths.
We observe fast and sensitive bolometric response at T = 77 K in free-space
and waveguide-coupled devices, as well as single-photon sensitivity at T =
20 K through a non-bolometric, avalanche detection mechanism.
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Resum
L’estudi de la matèria fortament correlacionada en materials bidimen-

sionals ha sorgit com una perspectiva engrescadora per a l’exploració de
la física de la matèria condensada, així com el disseny de nous dispositius.
L’enginyeria de moiré, on les capes 2D presenten un angle de gir intercapa,
ha demostrat ser una potent eina per a induir correlacions electròniques.
En el grafè bicapa torçada d’angle màgic (MATBG en anglès), un angle de
gir de 1.1◦ entre les capes de grafè genera un patró de moiré o superxarxa.
Una banda electrònica plana apareix a nivell de Fermi, en la qual poden
sorgir una varietat de fases quàntiques de molts cossos impulsades per la
interacció.Una altra via per a estudiar correlacions electròniques en 2D és
l’exfoliació al límit atòmic de materials 3D intrínsecament correlacionats.

L’estudi optoelectrònic de sistemes fortament correlacionats en het-
eroestructures 2D destaca com una eina molt útil, ja que pot proporcionar
informació tant sobre les propietats de transport electrònic com sobre la
interacció fonamental llum-matèria en aquests sistemes. En aquesta tesi,
estudiem dos materials 2D fortament correlacionats: MATBG i el cuprat
superconductor Bi2Sr2CaCu2O8−δ (BSCCO-2212). Aprofitem diferents tèc-
niques optoelectròniques per estudiar les propietats fonamentals dels elec-
trons correlacionats en les bandes planes MATBG i el potencial de les capes
bidimensionals BSCCO-2212 per a aplicacions en la detecció quàntica.

En primer lloc, investiguem l’espectre electrònic de les bandes planes
MATBG mitjançant l’estudi del seu transport termoelèctric. Utilitzem una
excitació òptica per induir un gradient tèrmic, que al seu torn genera un
corrent de càrrega. L’anomalia observada en la termoelectricitat de MATBG
constata la coexistència de portadors de càrrega localitzats i deslocalitzats
en les bandes planes correlacionades.

A continuació, estudiem la dinàmica de refrigeració per portadors calents
a les bandes planes de MATBG, una tècnica de mescla de làsers continus
amb resolució de freqüència. Observem que els portadors calents poden
relaxar la seva energia eficientment a temperatures criogèniques, al contrari
que en les mostres de grafè bicapa. Proposem un mecanisme nou per a la
dispersió entre electrons i fonons en MATBG, basat en un procés Umklapp
que sorgeix a conseqüència del potencial de moiré.

Finalment, explorem el desenvolupament de fotodetectors superconduc-
tors d’alta temperatura basats en flocs ultrafins de BSCCO-2212. Fabriquem
mostres d’alta qualitat que exhibeixen un notable rendiment en longituds
d’ona de telecomunicacions. Observem una resposta bolomètrica ràpida i
sensible a T = 77 K, tant en guies d’ones com en espai lliure. A més, vam
demostrar la detecció de fotó únic a altes temperatures (T = 20 K) a través
d’una resposta d’allau no bolomètrica.
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Resumen
El estudio de materia fuertemente correlacionada en materiales 2D ha

surgido como una oportunidad para el estudio fundamental de la materia
condensada y el diseño de dispositivos novedosos. La ingeniería de moiré,
donde las capas 2D son desalineadas rotacionalmente, es una herramienta
poderosa para inducir correlaciones electrónicas. En el grafeno bicapa rotado
de ángulo mágico (MATBG en inglés), un ángulo de 1.1◦ entre las capas de
grafeno crea un patrón de moiré o superred. En consecuencia, se forman
bandas electrónicas planas en el nivel de Fermi, donde aparecen una multitude
de fases cuánticas de varios cuerpos, generadas por correlaciones electrónicas.
Otra vía para estudiar correlaciones electrónicas en 2D es la exfoliación al
límite atómico de materiales 3D intrínsicamente correlacionados.

El estudio optoelectrónico de heterostructuras 2D fuertemente correla-
cionadas destaca como una herramienta muy útil, ya que permite tanto la
exploración de las propiedades de transporte electrónico como de la inter-
acción luz-materia en el material. En esta tesis, estudiamos dos materiales
2D fuertemente correlacionados: el MATBG y el cuprato superconductor
Bi2Sr2CaCu2O8−δ (BSCCO-2212). Utilizamos diferentes técnicas optoelec-
trónicas para estudiar las propiedades fundamentales de los electrones en
las bandas planas de MATBG, e investigar el potencial de las capas 2D de
BSCCO-2212 para aplicaciones en detección cuántica.

Primero, investigamos las bandas planas de MATBG a través de su
transporte termoeléctrico. Utilizamos una excitación óptica para inducir un
gradiente térmico en MATBG, que a su vez genera un potencial eléctrico.
La anomalía observada en la termoelectricidad de MATBG constata la
coexistencia de portadores de carga localizados y de-localizados en las bandas
planas con correlaciones

A continuación, estudiamos la dinámica de enfriamiento de electrones fo-
toexcitados en MATBG utilizando una técnica de mezcla de láseres continuos
con resolución de frecuencia. Observamos que los electrones fotoexcitados
pueden relajar su energía eficientemente a temperaturas criogénicas, al con-
trario que en muestras de grafeno bicapa. Proponemos un mecanismo nuevo
para la dispersión ente electrones y fonones en MATBG, basado en un
proceso Umklapp que surge a consecuencia del potencial de moiré.

Por último, desarrollamos fotodetectores superconductores de alta tem-
peratura basados en capas ultrafinas de BSCCO-2212. Las nanostructuras
fabricadas presentan propiedades fotodetectoras sobresalientes a frecuencias
de telecomunicaciones. Observamos fotorespuesta bolométrica con sensibili-
dad y velocidad récord a T = 77 K, tanto en guías de ondas como en espacio
libre. Además, demostramos detección de foton único a altas temperaturas
(T = 20 K) a través de una respuesta de avalancha no bolométrica.
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Chapter 1

Introduction

Advancements in technology, spanning from primitive stone tools to
today’s digital era based on semiconducting transistors, consistently rely
on the discovery of new materials. Over the past two decades, crystalline
two-dimensional (2D) materials have attracted significant interest, thanks to
their exceptional properties that stem from their atomically thin structure[1].
Moreover, 2D materials can be assembled into van der Waals (vdW) het-
erostructures, where emergent properties arise from the close proximity of
the constituent layers[2]. This layer-by-layer assembly offers a method to
engineer artificial materials with tailored properties.

The concept of moiré engineering, based on the rotational misalignment
of 2D materials to create a moiré superlattice potential, has emerged as a
powerful tool to further engineer the electronic and optical properties of
vdW heterostructures[3]. Moiré 2D materials, in particular, facilitate the
study of one of condensed matter’s most intriguing aspects: the physics
of strongly-correlated electron matter. Electronic correlations augment
the ever-expanding toolkit of 2D materials, which serves as a versatile
platform to explore condensed matter physics and develop novel materials
for technological applications.

In this thesis, we describe optoelectronic studies of 2D heterostructures
that host strong electronic interactions. In this introduction, we aim to
provide context into the history of strongly correlated electron systems
and the recent developments in the study of two-dimensional, crystalline
materials. We first describe free-electron models and band theory, which
appropriately describe non-interacting electrons in crystalline solids. Next,
we consider the case of weakly-interacting electrons at low temperatures and
then illustrate the effects of strong electron interactions through the 1D Mott
insulator. Then, we present an overview of the rich phenomenology of two
families of strongly-correlated electron systems: heavy fermion compounds

1



1. Introduction

and cuprate superconductors.
We then shift our focus to 2D moiré heterostructures, mainly on magic

angle twisted bilayer graphene (MATBG) where strongly correlated phenom-
ena were first observed in 2018[4, 5]. We provide an outline of its history
and the plethora of many-body quantum states observed in this system.
Lastly, we highlight the possibility of harnessing strong correlations in other
2D-based heterostructures and the use of optoelectronic techniques to study
these materials.

Electronic transport in crystalline solids

The properties of electrons in crystals constitute one of the central areas
of study in condensed matter physics. In contrast to free electrons, which
have a continuous energy spectrum, the energy levels for a bound electron
(for example, to an atom’s nucleus) are discrete. This concept extends to
crystalline solids, where electrons reside inside a periodic lattice of nuclei. In
a real crystalline solid, an electron will experience interactions with the ionic
lattice and other electrons. Still, the electronic properties of most materials
are often described adequately considering the movement of nearly-free
electrons. This is a consequence of the conceptually simple, yet powerful
ideas behind free-electron transport models and band theory.

The Drude model[6], first proposed in 1900, describes the electronic
properties of metals. It considers the movement of a free electron gas where
the electrons can scatter off the static ions that form the lattice(1.1a). From
Newton’s second law of motion, Drude derived the equation of motion for the
electron gas. The scattering processes between electrons and the ion lattice
were described through a characteristic mean free time between collisions τ .
From the Drude model, the current density J generated in the presence of
an electric field E is given by:

J = nq2τ

m
E (1.1)

where n, q and m are the electron density, charge and mass, respectively. This
expression provided a semi-quantitative expression for the phenomenological
Ohm’s law. Despite the wide-ranging validity of the Drude model, it does
not consider the periodic arrangement of ions in a crystal or the quantum-
mechanical nature of electrons. Most notably, the Drude model failed to
explain the experimentally observed temperature dependence of the heat
capacity.

Following the derivation of Fermi-Dirac statistics in 1926, Sommerfeld
and Bethe revised the Drude model to account for the fermionic character of
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1. Introduction

electrons[7]. From Pauli’s exclusion principle, the ground state of an electron
gas (or Fermi gas) occupies all the low energy states up to the Fermi energy
EF (or Fermi momentum pF ). Above the Fermi energy, all electronic states
are unoccupied. Still, the predictions from the now-quantum Sommerfeld
model for electron transport did not deviate much from those of the Drude
model. In a Fermi gas, the electrons occupying states near EF can still be
described as free electrons with a quadratic relation between their energy
and momentum.

While these models successfully describe electronic and thermal transport
in many systems, a crucial question remains unsolved: what makes a material
a good conductor (metal) or a bad one (insulator)? To resolve this issue,
a closer look into the periodic lattice of a crystalline solid was needed. In
1929, Felix Bloch showed that one could solve Schrödinger’s equation for
electrons in a periodic potential using plane waves that are modulated by a
periodic function that reflects the lattice periodicity[8].

ψ(r) = eikru(r) (1.2)

where ψ is the electron wavefunction, r is the position, k is the crystal
momentum and u(r) is a periodic function with the lattice’s period. Thus,
electrons in a crystal can be described as nearly-free electron waves.

Crucially, the periodicity of the lattice splits the free-electron spectrum
into different bands that electrons can occupy. These energy bands arise
from the dense packing of individual atoms in a crystal. The discrete energy
levels of individual atoms start to split as other atoms are in proximity. In a
real crystal, which hosts a huge number (∼ 1023) of atoms, the splitting of
the energy levels leads to continuous energy bands. The modification of the
free-electron dispersion into energy bands is pictured in reciprocal space in
Fig. 1.1b.

The continuous electronic bands are separated by energy gaps, where
no electronic states are available. The energy gaps appear at the edges of
the Brillouin zone (unit cell equivalent in reciprocal space) due to Bragg
scattering of the electron waves. The location of these forbidden energy
intervals determines the electrical properties of uncorrelated solids. If the
Fermi energy of the electron gas lies inside one of the allowed energy bands,
the material will be a metal characterized by high electrical and thermal
conductivity. On the contrary, if the Fermi energy lies inside an energy
gap, the material will not be a good conductor. Depending on the size of
the energy gap, these materials are classified as insulators (Eg > 4 eV) or
semiconductors (Eg < 4 eV).

So far, we have described the behaviour of nearly-free electrons, where the
free-electron dispersion is split into different energy bands by the periodic

3



1. Introduction

Figure 1.1: a) Illustration of electron movement in a classical, free electron
gas picture such as the Drude model. b) Formation of electronic energy bands
(orange) from the free-electron dispersion (light blue) in the presence of a periodic
lattice. c) Band structure from panel (b) depicted in a reduced zone scheme. d)
T 2 dependence of the low-temperature resistivity ρ (after substracting the residual
resistivity ρ0) for semimetallic MoTe2. Note that the X-axis corresponds to units
of T 2. In this material, the scattering mechanism giving rise to the T 2 dependence
is Baber scattering. Panel (d) adapted from Ref. [9]

lattice. To explain the transport properties of real materials, like their
electrical resistance, one must consider the microscopic scattering mechanisms
that affect electron transport, including scattering between electrons.

At high temperatures, the (electrical) resistivity evolves linearly with
temperature due to scattering with phonons (collective lattice vibrations). As
the lattice temperature is decreased, the number of thermally active phonons
(or phonon phase space) decreases as 1/T . Below the Debye temperature,
the effects of phonon scattering are expected to be greatly reduced. However,
the material’s resistivity does not vanish at low temperatures. Instead, a
quadratic temperature dependence (ρ ∝ T 2) is observed across a vast range
of materials. Electronic interactions (although weak) must be investigated
to understand this low-temperature behaviour.

In 1956, Lev Landau introduced the Fermi liquid theory to describe the
low-energy excitations of a (weakly) interacting Fermi gas[10]. In particular,
he aimed to explain the confounding properties of 3He. In Fermi liquid theory,
electrons interact via Coulomb repulsion and obey Pauli’s exclusion principle.
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1. Introduction

Landau’s key insight was that for an adiabatic electron-electron interaction,
the low-energy physics of the interacting particles could be described as
those of a non-interacting system of ’dressed particles’ or quasiparticles. In a
Fermi liquid, the result of the complex, many-body correlation effects is the
renormalization of the dynamical properties of the electrons near the Fermi
level. The resulting quasiparticles exhibit different masses and susceptibilities,
but their charge, spin and momentum are unchanged. Notably, the physics
of a weakly interacting Fermi gas could now be modeled as a non-interacting
ensemble of the newly formed quasiparticles.

Regarding the resistivity of the Fermi liquid, scattering events only involve
quasiparticles near EF , within a ∼ kBT energy window. For a scattering
event involving two quasiparticles, the probability of finding two available
quasiparticles in the allowed energy window goes as T 2 (each quasiparticle
contributes kBT ). Thus, the Fermi liquid theory successfully explains the
ubiquitous quadratic temperature dependence of ρ across different solids. We
note that different microscopic processes, such as Umklapp electron-electron
scattering[10] or Baber scattering[11], can give rise to the T 2 dependence of
the resistivity.

Strong electronic correlations
Despite the wide success of non-interacting or weakly-interacting pictures

for the electronic properties of solids, some materials exhibit unconventional
behaviour that requires finer treatment of electron correlations. These
materials are often labeled as non-Fermi liquids, as Landau’s quasiparticle
picture fails to explain their phenomenology. The Hubbard model[12–14],
first proposed in the 1960s, is the simplest model that captures some of the
physics of strongly-correlated electron systems. To illustrate the Hubbard
model, we describe here the scenario of a Mott-Hubbard insulator in a
two-dimensional lattice. Consider a condensed matter system consisting of
N mono-orbital atoms arranged in a 2D lattice where each atom hosts one
electron (see Fig. 1.2a). In other words, the system is half-filled, as Pauli’s
principle allows for 2N electrons to occupy the lattice. From single-particle
band theory, one expects this system to exhibit metallic behaviour as its
Fermi energy lies in the middle of a non-filled energy band (Fig. 1.2b).

The Hamiltonian for the Hubbard model can be written as:

Ĥ = −t
∑

⟨i,j⟩σ
(ĉ†

iσ ĉjσ + ĉ†
jσ ĉiσ) + U

∑
i

n̂i↓n̂i↑ (1.3)

where ĉ†
i,jσ is the creation operator at site i or j of an electron with spin

σ, ĉi,jσ is the annihilation operator at site i or j of an electron with spin
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1. Introduction

σ and n̂i↓,↑ is the number operator at site i for electrons in the spin down
or spin up states. The sum is performed only between nearest-neighbours.
Typically, both t and U are taken to be positive. The Hubbard model
comprises two competing energy scales. First, the hopping term t describes
the energy gained by the system through electrons hopping from one atom
to another (we consider here only nearest-neighbour hopping, j = i + 1).
This term represents the overlap between the electronic orbitals and sets the
bandwidth of the resulting energy bands in the solid. Second, the on-site
repulsion energy U represents the Coulomb repulsion between two electrons
that occupy the same atom. Therefore, double occupancy of an atomic site
has an energetic cost U . The on-site repulsion parametrized by U is the only
electronic interaction that we consider here.

Figure 1.2: a) Schematic of the half-filled 2D Hubbard model. Parameters t and
U denote the hopping energy and the on-site repulsion energy, respectively. b)
Opening of a gap driven by Coulomb repulsion in the half-filled Hubbard model.
The half-filled band splits into the lower and upper Hubbard bands, separated
by energy U . c) Mott-Hubbard transition driven by pressure in ferromagnetic
Weyl metal La2O3Fe2Se2. Increasing pressure brings the atoms closer, effectively
increasing the electronic interaction strength. Panel (c) adapted from Ref. [15].

The physics of weakly interacting systems described so far correspond
to the limit U << t, where the on-site Coulomb interaction is weak. Then,
the material hosts large energy bands and its electronic properties are
well described by Fermi liquid theory. However, when U ≥ t the electronic
spectrum of the system changes dramatically. Because of the large energy cost
of double occupation, it is unfavourable for electrons to hop between atoms,
even though there are available states. As a consequence, the density of
states (DoS) is reconstructed by the Coulomb repulsion, with an interaction-
induced gap proportional to U appearing at the Fermi energy (see Fig. 1.2b).
The original energy band is now split by interactions into the so-called upper
and lower Hubbard bands[16].

Materials that undergo such a metal-insulator transition are known as
Mott insulators or, more generally, correlated insulators. It’s important to
note that this phase transition is not driven by a change in temperature.
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Instead, the transition is triggered by other parameters, such as doping,
pressure (Fig. 1.2b) or applied magnetic fields. Continuous phase transitions
at zero temperature, known as quantum phase transitions, are one of the
hallmarks of strongly correlated materials[17].

Despite the apparent simplicity of the Hubbard model, it captures many
of the striking properties that appear in strongly correlated systems. We
note that the limit of strong interactions of the Hubbard model (large U/t
ratios) can also be seen as the limit of low bandwidth (low t). Consequently,
the physics dominated by strong electronic interactions are prominent in
flat electronic bands. Lastly, we point out that analytically solving the
Hubbard model for arbitrary dimensions, lattices or specific U/t values
remains an outstanding challenge in condensed matter theory[18]. All in all,
the Hubbard model represents a testbed for the exploration of electronic
correlation effects in crystalline solids.

Next, we will outline the phenomenology of two families of strongly-
correlated materials: heavy fermion compounds and cuprates. We do not
intend to provide a comprehensive view of their phenomena, as this falls
outside the scope of this thesis. Not one, but hundreds of doctoral theses
have been devoted (and continue to be) to the study of these intriguing
materials.

Heavy fermion compounds

Heavy fermion materials are clear examples of strongly correlated matter
that exhibits non-Fermi liquid behaviour[19, 20]. These compounds contain
rare-earth and actinide elements, such as cerium (Ce), ytterbium (Yb) or
uranium (U) that feature highly-localized orbitals (4f, 5f, 3d, etc...). Heavy
fermion compounds exhibit both localized moments and delocalized, free
electrons near the Fermi level. The complex phenomena of heavy fermion
materials can be boiled down to the interaction between these two distinct
electronic species. First, let’s look at how a single localized moment may
interact with a conduction electron.

Motivated by the intriguing observation of a low-temperature resistance
minima in metals doped with magnetic impurities[21], Jun Kondo put for-
ward in 1964 that conduction electrons could interact with local moments,
temporarily exchanging their spin state[22]. Crucially, Kondo showed that
the interaction strength grew logarithmically as the temperature was low-
ered. Thus, below a certain temperature, the Kondo temperature TK , a
new (inelastic) scattering mechanism appeared for the conduction electrons,
leading to the increase of the resistivity below TK [21].

In a heavy fermion material, the single impurity Kondo problem must
be extended to the so-called Kondo lattice. Here, the aforementioned single-
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particle inelastic scattering mechanism becomes coherent and elastic, where
the momentum conservation is enabled by the crystal lattice. Below a certain
coherence temperature (Tcoh < TK), the coherent scattering of conduction
electrons off the magnetic moments gives rise to correlated phenomena[23].

Depending on the degree of hybridization between the localized and
itinerant electrons (known as f- and c-electrons, respectively), heavy fermion
materials exhibit a wide range of properties. When the c-f hybridization is
weak, the local moments can polarize the spin of the surrounding conduction
electrons, which in turn interact with the neighbouring local moments.
In this way, the localized moments develop an antiferromagnetic order
through the non-magnetic c-electrons via the Ruderman-Kittel-Kasuya-
Yosida (RKKY) interaction[24–26]. Such antiferromagnetic order has been
observed in neutron scattering experiments[27], as well as anomalies of the
specific heat[28].

Figure 1.3: a) Heavy Fermi liquid behaviour in heavy fermion compound CeAl3.
The extracted effective mass is approximately a hundred times the bare electron
mass. b) Pressure-dependent phase diagram for a representative heavy fermion
superconductor. The hybridization strength between localized f-orbitals and itin-
erant electrons increases with increasing pressure, tuning the system from an
RKKY-mediated antiferromagnet to a heavy Fermi liquid. Here, PM stands for
paramagnet, AFM for antiferromagnet, QPT is quantum phase transition, SC
is superconductor, and NFL/FL stands for Non-Fermi liquid and Fermi liquid,
respectively. c) Superconductivity in heavy fermion compound CeCu2Si2. Note
that the resistivity decreases linearly with temperature before the superconducting
transition, exhibiting strange metal behaviour. Furthermore, in CeCu2Si2 the
superconductivity emerges in the vicinity of an antiferromagnetic instability (see
panel (b)). Panels (a), (b) and (c) adapted from Refs. [29], [30] and [31] respec-
tively.

On the contrary, when the hybridization is strong, the coherent scattering
off f-electrons leads to new, emergent properties such as the formation of
a heavy Fermi liquid[32]. At sufficiently large interaction strength, the
conduction electrons can screen the magnetic local moments via the Kondo
effect. Then, heavy quasiparticles are formed, with effective masses that can
reach a hundred times the bare electron mass. This effect was observed in
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the specific heat and resistivity of Ce-based compounds such as CeCu2Si2[31]
or CeAl3[29] (Fig. 1.3a). Notably, the onset of coherent scattering below
Tcoh leads to a decrease in the resistivity, contrary to the single impurity
Kondo problem.

It is worth noting that Landau’s quasiparticle picture can account for the
properties emerging from (then-unknown) scattering mechanisms by simply
renormalizing the dynamical properties of the carriers. Nevertheless, as we
will show, the heavy fermion phenomenology cannot be fully rationalized in
the Fermi liquid picture.

Coherence of the Kondo scattering processes can be controlled by non-
thermal parameters, such as pressure or doping. Thus, the heavy fermion
phase diagram generally features a quantum phase transition between these
magnetic phases[19, 20]. Furthermore, an unconventional superconducting
state appears in the vicinity of the quantum phase transition in some heavy
fermion compounds. The unconventional nature of the superconducting
state is evidenced by several observations: for one, the state lies close to a
magnetically-ordered state[31] and it implies the condensation of large-mass
quasiparticles, which are expected to interact weakly with the lattice. Lastly,
the existence of nodes in the superconducting order parameter has been
observed in several experiments[33–35]. Generally, the superconducting state
of heavy fermions is believed to be mediated by magnetic fluctuations.

In addition, the quantum critical point (which indicates the location of
the quantum phase transition in the phase diagram) evolves from a non-
Fermi liquid state at high temperatures. This anomalous state exhibits a
linear temperature dependence of the resistivity (ρ ∝ T ) that defies Landau’s
quasiparticle picture. This state is often referred to as a ’strange metal’,
as the ρ ∝ T dependence persists well below the Debye temperature and
cannot be linked to electron-phonon scattering[36].

The existence of a non-Fermi liquid, strange metal that evolves from
a zero-temperature quantum critical point is a general feature of strongly-
correlated electrons. We note that for strong interaction strengths, other
ground states besides the heavy Fermi liquid can be formed below Tcoh, such
as Kondo insulators[37]. Today, the study of the interplay between localized
and itinerant electrons in heavy fermion compounds remains an important
paradigm in condensed matter physics.

Cuprate superconductors

Cuprate compounds exhibit a layered perovskite-like crystal structure
and are composed of copper-oxide (CuO2) two-dimensional planes sand-
wiched between layers of other metal oxides. Cuprates attracted huge
attention after the discovery of high-temperature superconductivity (HTS),
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with Tc ≈ 30 K in Ba0.75La4.25Cu5O5 by Bednorz and Müller in 1986[38] (Fig.
1.4a). Shortly after, other cuprate compounds such as YBa2Cu3O7−δ[39] or
Bi2Sr2CaCu2O8−δ [40] were found to exhibit remarkable superconducting
critical temperatures in the order of ∼ 90 K. These findings warranted
Bednorz and Müller the Nobel prize of Physics in 1987. Since then, the
physics of cuprates have been extensively studied to understand the nature
of the unconventional superconductivity and its connection to neighbouring
ground states[41].

The physics of cuprates are dominated by the CuO2 planes, which realize
a 2D Hubbard model (see Fig. 1.4b). The surrounding oxide layers act as
charge reservoirs for these CuO2 planes. When each lattice site of the CuO2
plane is occupied by a copper atom, the system is an antiferromagnetic
Mott insulator. As illustrated in Fig. 1.4b, the correlated physics of the
CuO2 plane are dominated by the in-plane 3dx2−y2 orbitals in the copper
atoms and the in-plane 2px,y orbitals of the oxygen atoms. At the intrinsic
doping level, the Cu sites are occupied by a single unpaired electron, while
2 electrons (of opposite spin) occupy the 2px,y orbitals of oxygen. In this
system, conduction through the hopping of the Cu electrons is prohibited
by the large on-site repulsion energy U and the 3dx2−y2 orbital is split into
Hubbard bands (inset Fig. 1.4b). Furthermore, the unpaired electrons at
the Cu sites develop long-range antiferromagnetic order across the CuO2
plane via super-exchange interaction mediated by the oxygen 2px,y orbitals.

Figure 1.4: a) High-temperature superconductivity (Tc ∼30 K) in
Ba0.75La4.25Cu5O5. b) Copper oxide plane in a cuprate superconductor. The
lattice of copper and oxygen atoms realizes the 2D Hubbard model. We illustrate
here the main orbitals involved in the electronic spectrum at the Fermi level. The
on-site interactions split the 3dx2−y2 band of copper, creating a Mott-Hubbard gap.
c) Phase diagram for electron and hole-doped cuprates. Note the overall similarity
with the phase diagram for heavy fermion superconductors shown in Fig. 1.3b.
Panels (a) and (c) adapted from Ref. [38] and Wikimedia Commons, respectively.

Crucially, doping this Mott insulator state (we focus here on hole-doping)
modifies the energy balance in the Hubbard lattice and leads to the emergence
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of more many-body quantum states[41], including the aforementioned high-
Tc superconductivity. As shown in Fig. 1.4c, the electronic properties of
cuprates depend critically on the doping of the CuO2 unit cell which is set
by the oxygen concentration. Depending on the doping level, the system can
exhibit various phases, including insulating, superconducting and metallic
phases. Many of these states are separated by a quantum phase transition,
whose quantum critical point generally lies at a critical doping level of
p∗ ≈ 0.16 holes per CuO2 unit cell[42]. A strange metal phase also appears
above the quantum critical point, as in heavy fermion materials and other
correlated electron systems[43].

Other intriguing phases appear in the vicinity of the superconducting
dome for a multitude of cuprates, including charge density waves and the
so-called ’pseudogap’ phase[44, 45]. The pseudogap phase is characterized
by the suppression of electronic states at the Fermi energy, reminiscent of
the superconducting gap, at T > Tc. Many scenarios have been proposed to
explain the pseudogap phase, including the pre-formation of Cooper pairs
above the condensation temperature. The nature of the pseudogap phase
and its central role in the phase diagram is one of the key questions in the
cuprate phenomenology[46].

Regarding the superconducting state of cuprates, it has been well-
established that it does not comply with the conventional BCS picture.
For one, the BCS theory sets a theoretical limit for Tc ≤ 30 K[47], which is
surpassed in cuprate superconductors. Also, the superconducting state of
cuprates lies in the vicinity of other ground states and depends strongly on
the stoichiometry of the compound, unlike in BCS superconductors. More-
over, the normal state above the superconducting dome does not behave
as a Fermi liquid. The strongest evidence for non-BCS superconductivity
in the cuprates is their anisotropic superconducting order parameter. As
famously observed in tunneling[48] and calorimetric[49] experiments, the
order parameter exhibits strong spatial dependence with nodal directions
(where the superconducting gap is null) and opposite signs at opposite kx, ky

points. Overall, the confounding properties of cuprate superconductors are
a consequence of the strong electron interactions in the Hubbard-like CuO2
planes.

Other strongly-correlated systems and limitations

It’s important to stress that there are other condensed matter sys-
tems whose properties are profoundly affected by electronic correlations.
These include iron pnictides[50], transition metal dichalcogenides[51], or-
ganic superconductors[52] or even the fractional quantum hall states[53].
However, all these platforms share some limitations that hamper the study of
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strongly-correlated electrons. Namely, they are not easily tuned (one needs
to chemically dope the bulk crystals) and they generally feature complex
chemical compositions and crystal structures. In the case of the fractional
quantum hall effect, the sample quality of the 2D films must be extremely
high. Therefore, preparation of these samples is often a challenge in itself
and it is sometimes hard to track the effect of external parameters, such as
doping or applied pressure.

The last two decades have witnessed the emergence of two new platforms
for the study of strongly correlated physics. First, the advances in the control
of atomic gases paved the way for the development of optical lattices[54,
55], where laser fields are used to manipulate and cool down single atoms.
Arrays of atoms with on-demand spatial configurations and highly tunable
interactions can now be used for the simulation of the Hubbard model. One
can use fermionic atoms to study the conventional (Fermi-)Hubbard model[55,
56] or bosonic atoms to realize the so-called Bose-Hubbard model[54, 57].
What’s more, a mixture of bosonic and fermionic atoms can be used to explore
the interplay between the atomic species[58, 59]. Overall, optical lattices
have attracted great interest and are positioned as excellent simulators
of condensed matter systems[60, 61]. Compared to real crystalline solids
that host correlated physics, the length scales of optical lattices are larger,
with atoms separated by a few microns (compared to sub-nm distances in
crystals). In addition, optical lattices can access very low energy scales (∼ 1
K) and must be operated at exceedingly low temperatures, often below 1
nanoKelvin.

The second novel platform for the study of correlated physics is moiré 2D
materials. The isolation of crystalline 2D layers, kickstarted by graphene[62]
(single layer graphite), opened the door for the assembly of 2D heterostruc-
tures that exhibit novel physical properties. Then, the concept of moiré
engineering, where an interlayer twist angle between the 2D layers creates a
superlattice potential that profoundly modifies the electronic spectrum[63–
65], paved the way for the study of moiré-reconstructed bands hosting strong
electron correlations[4, 5, 66–68].

In 2D moiré materials, a vast range of quantum many-body ground
states have been observed, reproducing nearly all the key phenomena in the
field. These materials offer unprecedented tunability via external parameters
such as electrostatic gates or the dielectric environment, owing to their 2D
nature. The typical length scale of the moiré superlattice is ∼ 10 nm and
strongly correlated physics can be observed up to T ∼ 100 K. Compared
to optical lattices, moiré correlated matter offer a wider range of accessible
temperatures and density, which can be tuned with ease. In addition,
correlated physics in moiré 2D matter can take place at large energy scales,
such as those associated with, for example, high-Tc superconductivity in the
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cuprates.
In the following, we will introduce the correlated physics of 2D moiré

materials through the description of its most prominent realization, magic-
angle twisted bilayer graphene (MATBG). First, we will briefly review the
basics of 2D materials that enabled the development of MATBG. Then, we
describe the concepts behind the formation of the moiré superlattice and
recap the vast phenomenology of the MATBG flat bands. Lastly, we will
discuss other 2D-based platforms and the experimental techniques used to
study strongly-correlated phenomena in these systems.

MATBG and correlated electrons in 2D materials

Graphene, vdW heterostructures

The mechanical exfoliation of graphene from a bulk graphite crystal, first
reported by Geim and Novoselov in 2004[62], opened the door for the study of
graphene and a myriad of other 2D materials. Most of the striking properties
of 2D materials originate from their low dimensionality. In addition, all
these 2D layers can be isolated from the bulk crystals with a high degree of
crystallinity.

Graphene, a one-atom-thick honeycomb lattice of carbon atoms, has
received great interest due to its remarkable electronic, optical and mechani-
cal properties. The crystal structure of graphene can be described as two
interlocked triangular lattices, labeled as atoms A and B in the upper panel
of Fig. 1.5a. Both the primitive lattice vectors and the Wigner-Seitz unit
cell (shaded rhombus) are indicated in the figure. The length of the primitive
lattice vectors is |ai| ∼ 2.46 Å. In reciprocal space, the Brillouin zone of
graphene is hexagonal (lower panel Fig. 1.5a) and features 4 main high-
symmetry points: Γ, K, M and K ′. It is important to note that K and K ′,
known as the two valleys, are inequivalent points in reciprocal space[69]. The
Fermi surface of monolayer graphene exhibits linearly-dispersing bands at
the Fermi level, occurring at the K, K ′ points. These low-energy bands are
known as Dirac cones and are pictured in Fig. 1.5b. The electronic properties
of graphene, which have been intensively studied since its discovery[70], are
dominated by the Dirac cones. The linear dispersion arises from the presence
of identical atoms in the A and B sublattices. The gapless Dirac cones are
topologically protected by the combined C2 and T symmetries of the system.
The linear dispersion directly implies that the carriers populating the Dirac
cones are massless and must be described through the relativistic Dirac
equation[71].
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The dispersion relation near the K (or K ′) can be written as:

E(K + q) = ℏvf qσ (1.4)

, where q is a small momentum such that K + q ≈ K, vf ≈ 106 m/s is the
so-called Fermi velocity of graphene carriers and σ = (σx, σy) is the vector
of Pauli matrices.

We note that the Dirac nature of the low-energy carriers in monolayer
graphene already brings about exotic physics. For instance, at very low
carrier densities, the system does not behave as a Fermi liquid and is best
described by a hydrodynamic transport regime[72]. Also, the quantum hall
effect can be observed at room temperature in graphene[73], thanks to the
extremely high carrier mobility enabled by the Dirac dispersion. A crucial
factor in the study of graphene transport is the possibility of moving the
chemical potential across the Dirac cones using an electrostatic potential.

Figure 1.5: a) Upper panel: Crystal structure of graphene, formed by two
triangular lattices labeled A and B. The shaded rhombus depicts the unit cell.
The length of the lattice vectors a1, a2 is 0.246 nm. Lower panel: Hexagonal
Brillouin zone of graphene, with two inequivalent valleys K and K ′. b) Fermi
surface of graphene. Also shown is a zoom-in into the Dirac cones appearing at the
K, K ′ points. c) Cross-sectional transmission electron microscope image of a van
der Waals heterostructure. The interfaces between the different 2D materials are
atomically sharp and independent of lattice matching. Panels (b) and (c) adapted
from Refs. [70] and [74], respectively.

In addition, graphene has enticing mechanical, thermal and optical
properties. We outline here its optical properties, as they are relevant
to the presented work. First, absorption in graphene is broadband, from
visible range to terahertz[75], owing to its gapless spectrum. Different
optical transitions (intraband and interband) intervene in the absorption
of different wavelengths. Second, the optical absorption is quite large (2.3
%) for an atomically thin layer of carbon atoms. The absorption increases
linearly with the number of layers and is determined by the fine structure
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constant[76]. Lastly, light-matter interaction in graphene can occur in an
ultrafast timescale and holds promise for the design of photonic devices such
as broadband, saturable absorbers[77].

We also note that AB bilayer graphene, where the two layers are stacked
in their energetically favourable configuration, also features remarkable
electronic properties[78]. Like monolayer graphene, AB bilayer graphene
is a zero-gap semimetal. However, in this case, the low-energy dispersion
is not linear, but quadratic. Furthermore, unlike monolayer graphene, an
out-of-plane displacement field can break inversion symmetry in AB bilayer
graphene, opening a gap at the Fermi level. Thus, AB bilayer graphene has
a tunable bandgap[79], in contrast to conventional semiconductors where
the bandgap is fixed. The tunability of the AB bilayer graphene bandgap
(up to mid-infrared energies) positions this system as a promising platform
for a multitude of applications[80].

The principle of mechanical exfoliation used for graphene can be ex-
panded to a wide variety of layered bulk crystals[81]. Nowadays, a multitude
of 2D materials have been isolated and their properties cover nearly all
the spectrum of electronic ground states: from semiconducting transition
metal dichalcogenides (TMD)[82, 83], insulators like hexagonal boron nitride
(hBN)[84], to ferromagnets[85, 86], semimetals[62], superconductors[87–89]
or topological insulators[90]. What’s more, 2D materials can be vertically
assembled into heterostructures without the need for any lattice matching.
Instead, the 2D layers are bonded via van der Waals forces, allowing for
the assembly of heterostructures with arbitrary layers and stacking orders.
These vertical stacks of 2D materials are known as van der Waals (vdW)
heterostructures[1, 2].

The possibility of creating vdW heterostructures with extremely clean
interfaces (see Fig. 1.5c) has drastically expanded the scope of the field of 2D
materials. Due to their atomically-thin nature, 2D materials are extremely
sensitive to their environment and their properties can be significantly
modified by proximity effects with neighbouring 2D layers. Therefore, it
is possible to design heterostructures with emergent properties as new,
artificial materials that do not exist in nature. For example, one may
vertically interface graphene with a superconducting 2D layer to induce
a superconducting proximity effect in the Dirac electrons[91], or combine
semiconducting and metallic 2D layers to design efficient optoelectronic
devices[92].

The versatile toolkit of 2D materials, based on the exfoliation of different
ultrathin crystals and the assembly of gate-tunable heterostructures, was
revamped once more with the discovery of twist-angle engineering of vdW
heterostructures. Thanks to the vdW bonding between 2D layers, their
crystalline structures can be rotationally misaligned. As we describe next,
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this interlayer twist angle brings about new possibilities in the design of
novel 2D materials[3].

Magic angle twisted bilayer graphene

The role of rotational misorientation in graphite had been explored
in the context of turbostratic few-layer graphene films, where tunneling
experiments observed electronic decoupling of the constituent layers due
to a large interlayer twist angle[93–96]. Advancements in the fabrication
techniques for exfoliated graphene motivated the theoretical exploration of
moiré effects in small-angle twisted graphene stacks[97, 98]. In addition, at
small twist angles, tunneling spectroscopy in the moiré sites revealed the
presence of two van Hove singularities (vHs) near the Fermi level[63, 64].

In this context, Bistritzer and Macdonald proposed in 2011 that a
heterostructure of misaligned graphene monolayers at a ’magic’ twist angle
of θ = 1.1◦ would host a flat electronic band at the Fermi level[65]. Their
model, which we briefly outline here, is known as the continuum model
or BM model. The slight misalignment of two periodic lattices gives rise
to an interference pattern that results in an emergent, large-scale moiré
superlattice (see upper panel Fig. 1.6a). In momentum space, the Brillouin
zones are also rotated with respect to each other, and a new hexagonal
mini-Brillouin zone is formed between the adjacent valleys of each layer
(lower panel of Fig. 1.6a).

The formation of a large-scale superlattice in real space, or a small mini-
Brillouin zone in momentum space, leads to the renormalization of the low-
energy electronic spectrum of the twisted bilayer. The band renormalization
results from the destructive interference between the intralayer and interlayer
tunneling pathways for electrons in the bilayer. This effect can also be
pictured through the hybridization of the Dirac cones of each layer, as they
come closer in momentum space.

Then, the hybridization of the two Dirac cones forms 2 sets of bands: two
Dirac-like bands far from the Fermi level and two bands with flat dispersion
near the Fermi level (right panel of Fig. 1.6a and Fig. 1.6b). Crucially, the
bandwidth of the flat bands (≤ 10 meV), as well as their separation from
the dispersive bands depend critically on the twist angle θ.

The electrons populating the flat bands at the Fermi level experience a
large reduction of their Fermi velocity vF [65]. Consequently, their kinetic
energy is quenched and Coulomb repulsion can become the dominant energy
scale in the flat band. Figure 1.6c illustrates the relative magnitude of
the kinetic energy (parametrized by the bandwidth W ) and the Coulomb
interaction (parametrized by U) in the flat band. At the magic angles, we
focus here on the first one θ = 1.1◦, the bandwidth is minimized and the flat
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Figure 1.6: a) Upper panel: Moiré superlattice formed in a magic angle twisted
bilayer graphene. Note that the new lattice constant is ∼ 100 times larger than the
lattice vectors of graphene. Lower panel: Rotated Brillouin zones in momentum
space and generation of a mini-Brillouin zone. Pictured here is only the one at the
K valley. Right panel: Illustration of the Dirac cone hybridization for small-angle
twisted bilayer graphene. b) Band structure for MATBG computed from the BM
model. Each of the two flat bands at low energy is fourfold degenerate (spin and
valley). c) Comparison between Coulomb energy and bandwidth of the flat bands
for different twist angles. Regions where U > W are expected to host strongly-
correlated physics at the Fermi level. Panels (b) and (c) adapted from Refs. [99]
and [4], respectively.

band realizes the strongly-correlated limit of the Hubbard model as U > W .
The flat band electrons exhibit a reduced four-fold degeneracy (compared

to the eight-fold degeneracy of non-twisted bilayer graphene[78]). The four-
fold degeneracy originates from the spin and valley degrees of freedom. It’s
worth noting that the valley degeneracy persists due to the large separation
in momentum space of the mini-Brillouin zones associated with the original
K and K ′ valleys. Therefore, for each of the two flat bands, a moiré unit cell
can host up to 4 charge carriers. Akin to the Hubbard model, interaction
effects become prominent at integer occupations of the moiré unit cells. The
phase diagram of MATBG is often parametrized by the filling factor ν = 4 n

ns
,

where n is the carrier density and ns is the number of charge carriers needed
to fill a moiré unit cell, given by ns ≈ 8θ2

√
3a2 where a is the lattice constant

of graphene (see Fig. 1.5a)
Thus, the physics of the MATBG flat bands are characterized by strong

electronic interactions[100]. As we show next, a multitude of many-body
electronic ground states have been observed in this system. It’s worth noting
that while the BM model[65] predicted the emergence of the isolated flat band
near the Fermi level, it did not treat the electronic interactions within the flat
band. The strong correlations break the degeneracies of the non-interacting
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flat bands and lead to a variety of symmetry-breaking ground states. Several
years later, a comprehensive understanding of electron correlations in the
flat bands has not been established.

Phenomenology of the MATBG flat bands

Following the prediction of a flat electronic band for twisted bilayer
graphene at θ = 1.1◦, the first experimental demonstration came in 2018
from the group of Pablo Jarillo-Herrero. In back-to-back papers, the first
direct evidence of strongly-correlated physics in the flat bands of MATBG
was reported. First, authors demonstrated the appearence of a Mott-like
correlated insulator at half-filling of the flat bands[4] (Fig. 1.7a). This
behaviour evidences the strong electronic interactions in the system, which
produce an emerging gap in what should be a metallic system (recall the
previous discussion on the Hubbard model). Next, they reported a super-
conducting phase near half-filling of the flat bands[5] (Fig. 1.7a). This state,
with critical temperatures in the order of T = 1 K, exhibited zero resistance
and could be quenched by a perpendicular magnetic field (see Fig. 1.7b).

These striking findings underscored the immense potential of the MATBG
flat bands as a tunable platform for the study of strongly correlated physics.
Note that, unlike traditional correlated condensed matter systems, here
all the atoms are carbon atoms and the electronic correlations stem solely
from the formation of a superlattice potential via the twist angle. In the
following years, the electronic properties of the MATBG flat bands have
been extensively explored, mainly through quantum transport measurements.
We highlight here some of the key findings that characterize the MATBG
phenomenology and link it to the physics of strongly correlated materials.

First, it is important to highlight the similarities between the phase
diagram for MATBG near half-filling (ν = ±2), shown in Fig. 1.7a, and
the phase diagram for heavy fermion and cuprate superconductors, shown
in Figs. 1.3b and 1.4c, respectively. This parallelism underscores the
strongly-correlated nature of the flat bands and suggests the existence of a
quantum critical point that separates these different ground states. Second,
magnetotransport studies of the flat bands demonstrated the interaction-
driven reconstructions of the Fermi surface at integer fillings, as distinct
sets of Landau fans emerge from every integer filling ν = Z[4, 5, 103,
104]. Often, the Landau fans not coming from charge-neutrality exhibit
reduced degeneracy, signaling the breaking of the system’s symmetries. These
observations supported the picture of the many-body ground states at integer
ν as symmetry-broken correlated insulators[105].

Further transport and thermodynamic studies revealed the existence of
a strange metal phase (ρ ∝ T ) in samples twisted near the magic angle[101,
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Figure 1.7: a) Phase diagram of the longitudinal resistance of MATBG near
half-filling of the valence flat band. A superconducting state appears in the vicinity
of a Mott-like correlated insulator, flanked by Fermi-liquid-like regions. Note the
similarity with the phase diagrams shown in Figs. 1.3b and 1.4c. b) Suppression of
the superconducting phase by an out-of-plane magnetic field in MATBG. c) Strange
metal behaviour for twisted bilayer graphene samples near the magic angle. Fermi
level lies near half-filling of the conduction flat band. d) Quantum anomalous Hall
state with Chern number C = 1 near ν = +3 filling of the flat bands in MATBG.
Panels (a) and (b) adapted from Ref. [5], panels (c) and (d) adapted from Refs.
[101] and [102], respectively.

106, 107] (Fig. 1.7c). This phase, reflective of strong correlations, appears
in the vicinity of ν = ±2 in the flat bands, above the superconducting dome,
just as in heavy fermion compounds and cuprates[36, 43]. The strange metal
phase poses questions about the scattering mechanisms for electrons, as
well as the nature of superconductivity in the system. The superconducting
phase was already thought to be unconventional, due to the extremely low
carrier density at which it appeared[5].

The flat bands of MATBG host one more crucial ingredient in modern
condensed matter physics: non-trivial topology[108]. The flat bands are
endowed with topological character by the Dirac cones of the constituent
graphene layers, which are known to be monopoles of Berry curvature.
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Indeed, close to ν = +3, a topological state with vanishing longitudinal
resistance (Rxx) and quantized Hall resistance (with Chern number C =
1) was observed at zero magnetic field[109] (Fig. 1.7d). Since then, many
other topological states have been reported, including integer[110] or even
fractional Chern insulators[111].

All in all, the MATBG flat bands constitute an exceptional platform for
the study of strong electronic interactions and their interplay with non-trivial
band topology[100]. The elegant concept of twist angle engineering allows
for complex physics to arise in a relatively simple material platform, made
entirely out of carbon atoms. Crucially, the gate tunability of the system
allows for the study of the various many-body ground states in a single
device. Thus, the flat bands of MATBG stand out as a rich and versatile
playground for the study of strongly-correlated phenomena.

Correlated 2D materials beyond twisted bilayer graphene

The prospect of exploring strongly-correlated electrons in 2D vdW het-
erostructures is not limited to twisted bilayer graphene. The principle of
twist angle engineering can be applied to many other heterostructures, in-
cluding other graphene-based moiré heterostructures. Correlated phases
and superconductivity have been observed in twisted trilayer, quatrilayer,
and pentalayer graphene at their respective magic angles[112] (Fig. 1.8a).
Moiré patterns between graphene layers and the encapsulating hBN layers
also bring about new correlated states[66–68, 113]. Even higher-order moiré
patterns (moiré of a moiré) have been experimentally demonstrated[114, 115].

Other 2D materials such as semiconducting TMD’s also have magic
angles for which the low energy bands are drastically flattened. Twisted
TMD heterostructures host correlated insulators[116, 117] (Fig. 1.8b), novel
topological phases[118, 119] and act as a faithful simulators of the Hubbard
model[120, 121]. What’s more, heterostructures of different TMD’s (het-
erobilayers) do not require a precise twist angle for the emergence of the
superlattice potential. Instead, at zero twist angle (which is energetically
favourable), the small lattice mismatch between different TMD compounds
gives rise to the moiré interference pattern. In addition to the transport
properties, the superlattice potential also modifies the excitonic spectrum in
TMD’s, creating so-called moiré excitons[122, 123].

An alternative to the assembly of vdW heterostructures is the exfoliation
of layered bulk crystals which intrinsically host strongly-correlated physics.
Correlated states such as Wigner crystals[124] (Fig. 1.8c), fractional quan-
tum Hall phases[125] and excitonic insulators[126] have been observed in
monolayer TMD’s. Other states such as the elusive quantum spin liquid
are currently being explored in other crystalline monolayers[51, 127]. Some
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Figure 1.8: a) Superconducting transitions for magic angle multilayer graphene
samples. For more than 2 layers, the twist angle is alternated (θn−1,n = −θn,n+1). b)
Continuous Mott transition driven by an applied displacement field in MoTe2/WSe2
heterostructure. c) Exciton spectrum of monolayer MoSe2 imaged by differential
reflectivity. Next to the main trion peak X, an additional umklapp resonance
appears, signaling the formation of a Wigner crystal. Panels (a), (b) and (c)
adapted from Refs. [112], [128] and [124], respectively.

cuprate superconductors and heavy fermion compounds also feature a layered
structure, allowing for their mechanical exfoliation down to the monolayer
level. In the latter part of this thesis (Chapter 5), we explore the use of an
exfoliated cuprate superconductor for the development of high-temperature
superconducting sensors.

Optoelectronic studies in these systems

In this thesis, we will explore the optoelectronic response of strongly-
correlated 2D systems as a way to explore both their fundamental properties
and their suitability for applications. Therefore, we conclude this introduc-
tion motivating the optoelectronic studies of these novel, 2D-based strongly-
correlated materials. Historically, optical and optoelectronic techniques
have been useful tools to unveil correlated phenomena[129]. In the case of
MATBG, the flat bands have been thoroughly investigated through quantum
transport techniques. Local probe studies (mainly tunneling and magnetic)
have also shed light on the spatial properties of the correlated phases. How-
ever, the optoelectronic response of the flat band electrons remains mostly
unexplored, even though light-matter interaction is a widely studied topic in
graphene-systems[77, 130]. As we show in this work, optoelectronic experi-
ments can be used to improve on certain transport measurements, such as
thermoelectric effects; or to investigate otherwise inaccessible physics, such
as the dynamics of light-matter interaction in the presence of a moiré super-
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lattice potential. Here, we will explore these effects in the strongly-correlated
flat bands of magic-angle twisted bilayer graphene[131].

Furthermore, electronic correlation effects are not only relevant to fun-
damental studies; they can also be harnessed for the development of new
technologies[132–140]. For example, colossal magnetoresistance in correlated
oxides can be used to design magnetic memories or magnetometers[133,
134]; while HTS in the cuprates is widely employed in superconducting
magnets[141]. Regarding the novel platforms based on 2D materials, some
examples include the use of the low-carrier-density superconducting state to
create gate-tunable superconducting devices and photodetectors[137, 138,
140, 142, 143], or the opening of interaction-driven gaps in twisted graphene
systems to develop broadband photodetectors[139, 144]. In addition, going
to the 2D limit in cuprate superconductors creates new possibilities to create
nanoscale, HTS devices[145].

Outline of the thesis

In this introduction, we have introduced the aspects of strongly-correlated
electrons and their realization in vdW heterostructures of 2D materials. In
Chapter 2, we describe the experimental methods for the fabrication and
measurement of the samples used in this doctoral thesis. In Chapter 3, we
report on the study of thermoelectricity in the flat bands of MATBG using
optical excitation. At low temperatures, we find an anomalous response
which we interpret as direct evidence for the coexistence of light and heavy
fermions in the MATBG flat bands. In Chapter 4, we explore the cooling
dynamics of photoexcited electrons in the MATBG flat bands. We uncover
a novel mechanism for electron-phonon scattering at low temperatures,
which is enabled by the superlattice potential. In Chapter 5, we switch
material platforms to demonstrate ultra-sensitive photodetection at elevated
temperatures using an exfoliated, 2D cuprate superconductor. We obtain
record-response in terms of sensitivity, operation temperature, and detection
speed in two different device concepts. Finally, in Chapter 6, we summarize
the findings of this doctoral thesis and provide a specific outlook on each
one of the presented research projects.

This work encompasses several topics involving different materials, mea-
surement techniques, and physical processes. Therefore, we will introduce in
each chapter the necessary concepts relevant to the presented work.
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Chapter 2

Experimental Methods

In this section, I will describe all the experimental techniques used in
the projects that are comprised in this doctoral thesis. These include both
the fabrication of samples and the measurement techniques used to char-
acterize said samples. First, the fabrication procedure for the samples will
be presented. Given the contrasting nature of the two types of van der
Waals heterostructures used in these studies, we separate this discussion
in separate sections on the fabrication of MATBG samples and the fabri-
cation of heterostructures based on the exfoliated cuprate superconductor
Bi2Sr2CaCu2O8−δ (BSCCO-2212).

We note that for the former, a large amount of pre-existing knowledge
exists in the group and I will briefly describe the standard procedure for the
fabrication of MATBG samples designed for optoelectronic experiments. I
refer the reader to the PhD thesis of my colleagues Ipsita Das and Jaime Díez-
Mérida for an in-depth discussion of this fabrication process. On the other
hand, I did contribute significantly to the development of the fabrication
process of high-quality BSCCO-2212 heterostructures inside a glovebox setup.
Thus, this second subsection contains more detailed information about this
very challenging, often frustrating process.

2.1 Fabrication of MATBG samples

The general fabrication method for high-quality heterostructures of 2D
materials was first developed at Columbia University in 2013[146]. Since
then, many incremental improvements have been introduced to accommodate
more complex heterostructures[147] and other 2D materials whose properties
are more restrictive than graphene or hBN. For air-sensitive materials, as will
be discussed in the next section, an alternative method was also developed
that bypasses the use of any solvent[148, 149]. The fabrication of MATBG
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2. Experimental Methods

samples can be divided into three different stages: the exfoliation and
flake selection process, the stacking or assembly process, and the Hall bar
fabrication through standard nanolithography. The samples used in the
projects presented here feature one additional step, the splitting of the top
graphite gate that enables the creation of a gate-defined pn-junction.

2.1.1 Exfoliation and flake selection

Exfoliation onto silicon chips

A MATBG sample comprises layers of monolayer graphene, hBN and
thicker, multilayer graphite that will serve as metallic gates. In terms of
exfoliation, slightly different strategies can be used to optimize the exfoliation
of each one of these target materials. All the exfoliation is performed on
Si/SiO2 chips (generally with 285 nm thickness of the oxide layer) which
are cut into small pieces (∼ 8x8 mm) using a diamond tip cutter. Then, to
clean the surface of the chips and also increase the adhesive force between
the chip and the flakes of 2D materials[81], we do O2 plasma etching of
the chips. Usual parameters are 100 Watts power, O2 flow rate of 50 sccm
and a duration of 3 minutes. This plasma etching process may be skipped
for certain 2D layers, depending on the specific device structure. Further
discussion on this point will be presented in the next subsection. Once the
chips are etched, we proceed to the exfoliation of the layered crystals.

We start by uniformly pressing the bulk layered crystal onto a freshly
prepared piece of scotch tape. The bulk crystal is then carefully removed
from the tape and stored; from this point on we will use this ’mother’
scotch tape. Successive exfoliation of the crystal in the same tape or onto
another fresh scotch tape is performed until the bulk crystals have been
significantly thinned down. We aim to uniformly cover the piece of tape,
which will be then used to exfoliate onto the silicon chips. Figure 2.1a shows
an exemplary graphite tape ready for exfoliation onto silicon chips. The
number of exfoliations from the ’mother’ tape will largely determine the
type of flakes we obtain. This choice offers a clear trade-off between the
thickness and the size of the resulting 2D layers, as well as the amount of
tape residues on the chip. Excessive repetitions will lead to generally thinner
layers that will be smaller and/or surrounded by tape residues and might be
broken. On the other hand, not enough exfoliations of the tape will yield
more uniform, sparsely distributed flakes without so many tape residues but
few-layer flakes are less likely to be isolated.

After tape exfoliation, we carefully place the etched silicon chips (their
polished side) onto the scotch tape, which is then flipped. Through a piece
of lint-free tissue, we now press the tape strongly on each chip in a stable,
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uniform manner for about 1-2 minutes. Finally, we place the scotch tape
with the attached chips on a hot plate at 110◦C for approximately 2 minutes.
Applying some uniform pressure on the chips during the heating process can
increase the yield of flakes on the chip. We finally release the chips from the
tape slowly, with the non-sticky side of the tape facing us. Using tweezers,
we hold in place each chip as we slowly peel the tape upwards while keeping
the chip in contact with the work surface. After repeating this for each
chip and each 2D material being exfoliated, we store the chips in small chip
boxes and proceed with an additional step before the vertical assembly of
the heterostructures: the preparation of polymer stamps.

Polymer stamps

In short, we will subsequently pick up the exfoliated flakes from the
silicon chips using a temperature-sensitive polymer stamp that sits on a
standard glass slide. A variety of polymers can be used, in our lab we use
a combination of commercial polydimethylsiloxane (PDMS, Gelpak) and a
homemade polycarbonate (PC) film on top of the PDMS. The former will
provide mechanical stability while the PC film will be the active polymer in
the stacking process. Crucially, its mechanical properties can be controlled
through temperature. This feature is leveraged to, for example, make the
PC film adhere strongly to the 2D flakes to pick them up or melt the PC
film to drop the finalized heterostructure onto the silicon chip. A small (∼
6x6) mm piece of PDMS is placed on the glass slide in a uniform manner.
Afterwards, the PC film will be carefully laid on top of the PDMS square
using a scotch tape ’window’ as support. The scotch tape ’window’ is stuck
to the glass slide to keep the PC film stable on the glass slide[146]. It’s
important for the stacking process that the PC film and also the PC/PDMS
interface are highly uniform and free of defects. Figure 2.1b shows one such
polymer stamp. Once we have the exfoliated silicon chips and some clean
polymer stamps, we can proceed to the stacking process.

2.1.2 van der Waals assembly process

Transfer stage

Vertical assembly of 2D materials is performed using a transfer stage.
We use a custom-made transfer stage pictured in Figure 2.2. The main
components of the transfer stage are: a sample stage, a stamping stage
and a microscope. The entire transfer stage sits on a heavy metal plate
that serves to dampen mechanical vibrations. The purpose of the transfer
stage is to offer complete control over the alignment and approach between
the stamping stage (where the polymer stamp lies) and the transfer stage
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Figure 2.1: a) Graphite exfoliation tape. b) Stamps for flake cutting (left) and
polymer stamp for pickup (right). c) Exemplary clean graphene flake with large size.
d) Exemplary hBN flake of medium thickness (∼ 12-16 nm) and high uniformity.
The scale bars in (c) and (d) correspond to 10 µm.

(where the silicon chips are placed), while the microscope optics allow us
to monitor the process in real-time. The spatial control includes the three
spatial directions (XYZ) plus tilt angles both in the XY and Z planes. The

Figure 2.2: Custom transfer stage for the assembly of MATBG heterostructures.

sample stage features automated in-plane movements (both fine and coarse)
controlled through a joystick. In addition, it includes a high-precision,
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manual rotation stage (with both standard and Vernier scales). The chips,
which may be heated in the sample stage, are held in place through a small
vacuum chuck. The stamping stage, which is operated manually, features
micro-manipulators for XYZ as well as the aforementioned tilt control. A
stamp leg sticks out from the stamping stage, held in contact with it by
another vacuum chuck, to facilitate the approach between stamp and chip.
The glass slide containing the polymer stamp is then attached to the stamp
through a last vacuum chuck. The microscope column contains 4 different
objective lenses (5x, 10x, 20x and 50x) along with multiple optical filters,
including a dark field filter. The entire column can be moved in the vertical
direction to focus on the different surfaces. The image can be captured live
by a CMOS camera attached to the column, or the user can employ the
eyepiece from the microscope.

Flake selection

The assembly process starts with the identification of suitable flakes
for the desired heterostructure. As a general rule, we aim to identify 2D
flakes that are large and uniform, ideally isolated from other flakes and
accumulations of tape residue. The following discussion is focused on the
assembly of a particular type of MATBG heterostructure: a top-and-bottom
graphite-gated MATBG Hall bar. This heterostructure comprises, in the
following order, a graphite layer (serves as a top gate), an hBN layer, a
twisted bilayer of graphene, another hBN layer and a final graphite layer
(serves as a bottom gate). With this in mind, the criteria for the identification
of suitable flakes (both in size, thickness and shape) are described here:

For graphene:: For the assembly of MATBG heterostructures, we
aim to find large (∼ 40x40 µm) monolayer graphene flakes with a clean
surface and straight edges (Fig. 2.1c). Crucially, the optical absorption
of graphene increases linearly with the number of layers. Each layer
absorbs (∼ 2.3%) of the incident light in the optical range[76]. Thus,
after some training, it becomes easy for the user to identify monolayer,
bilayer or multilayer graphene flakes.

For hBN: We generally utilize hBN flakes with thicknesses between
10 and 25 nm and of larger area than the graphene layer. We note that
for thin hBN, below 10 nm, one should use silicon chips with 90 nm
of SiO2 thickness; as they offer much higher optical contrast. Having
a uniform thickness of the hBN flake is crucial, as it will define the
dielectric in the parallel plate capacitor gating scheme. The targeted
hBN flakes have different hues of blue in their optical image (Fig. 2.1d),
they become greener for thicker layers.
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For graphite gates: The width and length of the eventual Hall bar
will be largely defined by the shape of the graphite gates. Thus, we
search for rectangle-shaped graphites that have an approximate width
of a few microns and lengths approximately half the length of the initial
graphene flake. The criteria for their shape and length will become
clearer once we discuss the nanofabrication of the Hall bar. Regarding
the thickness of these graphite gates, we aim for approximately 5-10
layer graphite, which will act as a good metallic gate. One important
distinction must be made here between the top and bottom graphite
gates. The top graphite gate will be the first layer picked up in the
assembly process, through the adhesion to the PC film, not by van der
Waals forces. Given that, during the exfoliation process, some chips
should not be etched for graphene/graphite exfoliation, from which we
will select a suitable top graphite gate.

Cutting the graphene flake

Before proceeding to the stacking of the 2D layers, one should have a
clear design of the heterostructure, considering the size and shape of the
flakes. The active area of the eventual device will be the twisted bilayer
graphene, where a precise rotational misalignment is required. Importantly,
these two graphene layers will be obtained from a single graphene flake.
In this way, as the crystallographic axes of the component graphene layers
are perfectly parallel to begin with, we can produce a precise rotational
misalignment between the two layers.

An AFM tip may be used to cut the target graphene flake. Generally,
the flake will be cut approximately in half, so that the area of the twisted
interface is maximized. A glass slide with a PDMS stamp will be used as the
’arm’ to manipulate the AFM tip. We place an AFM tip on the PDMS stamp
at an angle, with the tip facing away from the glass slide. Using scotch tape,
we fix its position with the glass slide so it doesn’t move during the cutting
process (see the left stamp in Fig. 2.1b). Then, we mount this glass slide
on the stamp leg connected to the stamping stage micro-manipulators. We
roughly align the position of the graphene flake (moving the sample stage)
and the position of the AFM tip, playing with the focus of the microscope as
each object lies at a very different focal distance. After this rough alignment,
we lower the AFM tip using the Z-control knob on the stamping stage until
it lies close to the focal plane of the graphene. To choose the position of the
tip with respect to the graphene, one must consider the desired direction of
the cut. We usually ’cut’ horizontally, from left to right, so the AFM tip
is oriented to the left of the graphene flake, pointing along the direction of
the desired cut. Now, the AFM tip is carefully lowered to the plane of the
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silicon chip, using the optical contrast and focus of the tip as an indication
of the height. Once in contact or near contact with the substrate, the silicon
chip is swiftly moved from right to left and the graphene flake is cleanly cut
by the AFM tip. If successful, we lift the AFM tip away from the substrate
and remove it from the stamp leg. This simple process routinely produces
clean cuts with widths of one or few microns (Fig. 2.3a). Repeated sweeps
of the sample stage to repeat the cut are sometimes needed but can result
in very wide cuts, ripping or even folding of the graphene. Once the cut has
been performed, the design and alignment of the heterostructure should be
revised once more, considering the exact shape of the two graphene flakes
(Fig. 2.3b).

vdW vertical assembly

We now describe the sequential alignment and pickup of the 2D layers
that compose a double-gated MATBG device. This process can begin only
when all the component layers have been identified in the different silicon
substrates.

As mentioned before, we start by picking up the top graphite gate using
the PC film. The optimal temperature for the pickup of 2D layers using
this polymer is approximately 110◦C. This temperature will be (although
weakly) dependent on the exact composition of the PC film and its thickness.
Once the sample stage has been heated to the target pickup temperature,
we lower the polymer stamp towards the sample stage by using the Z control
knob on the stamping stage. Generally, one should keep the stamp parallel
to the silicon chip to avoid strain and mechanical stress during the assembly.
Monitoring this first contact between the polymer and the substrate is crucial.
During the pickup process, the microscope must always be focused on the
plane of the silicon chip. The contact will become apparent through the
optical image as a change in colour. In addition, at the point of contact
between the polymer stamp and the substrate, a series of optical fringes (like
oil on water) will appear. These fringes contain crucial information about
the ’wavefront’ that determines the stacking process, such as the direction,
the speed, the angle of contact and the overall smoothness of the pickup
process. A wavefront that does not evolve smoothly will lead to significant
strain on the 2D layers during the stacking process.

The target graphite gates have a rectangular shape with a high aspect
ratio (their length is approximately 5-10 times their width). It is beneficial
to align the approaching wavefront parallel to the short side of this rectangle
shape. We smoothly lower the stamp stage until the PC film is in full
contact with the entire flake, keeping care of the formation of bubbles or
imperfections. One should stop the wavefront once it’s some distance (∼
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10-20 µm) past the graphite flake. We now retract the wavefront, by slowly
lifting the stamping stage, picking up the graphite layer in the process. If
successful, we will observe a clear change in the contrast of the graphite layer
as the wavefront passes over it, signaling that it has been picked up and it’s
no longer at the focal plane of the substrate. We coarsely lift the stamping
stage, having completed the first step in our assembly process. The chip
on the sample stage is replaced by the chip containing the top hBN flake.
We place the chip according to the target alignment of our 2D layers (Fig.
2.3c). Lowering the stamp leg, we repeat the process to pick up the hBN
flake. One should avoid aligning the wavefront to a long, straight edge of
the hBN flake, as this may result in ripping of the flake and an unsuccessful
pickup process.

The two graphene layers are sequentially picked up using the same process.
It’s important to reset the rotation stage of the sample stage to the origin
of the Vernier scale before picking up the first graphene layer. Note that
the eventual twisted graphene interface should be correctly aligned with
the top gate and completely covered by both hBN layers. Alignment of the
wavefront with the direction of the cut simplifies the pickup process. In this
way, one can fully contact the first graphene layer with the PC film and stop
the wavefront before touching the second layer. Again, we smoothly contact
the graphene flake and pick it up.

At this point, we lift the stamp and rotate the sample stage to the
target twist angle (1.1◦ for the first magic angle of twisted bilayer graphene).
We then lower the polymer stamp again, align the two graphene layers to
maximize the twisted interface area and pick up the second flake. Such
small rotational misalignment produces a meta-stable configuration: the
two graphene layers will relax to their untwisted configuration (Bernal
stacking) if enough energy is provided (through temperature, vibrations,
etc...). Therefore, once the twisted interface is picked up, one must be
exceedingly careful and smooth with the remaining stacking process. The
bottom hBN is picked up following the same process, making sure it fully
covers the twisted bilayer graphene. As mentioned before, it’s of crucial
importance that the two hBN layers are uniform in thickness, at least in
the area that will cover the graphene flakes. Lastly, the bottom graphite
is picked up. One should aim to align the two graphite gates as much as
possible, in order to have a well-defined area that will be the active channel
of the fabricated Hall bar. In addition, the two graphite gates should stick
out from the twisted interface, ideally on opposite sides. This will simplify
the fabrication of electrical contacts to each gate and avoid cross-talk. Figure
2.3c shows a finished vdW heterostructure following the design in Fig. 2.3b.

Note that after the first and second pickup steps, the adhesion force
allowing us to pick the 2D layers is the van der Waals force between the
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Figure 2.3: a) Graphene flake after AFM cutting. b) Target design for the
heterostructure. c) Optical image of the assembled heterostructure, overlaid with
the original design. The scale bars in (a), (b), (c) correspond to 10 µm. d) Dropped
heterostructure on SiO2 substrate with pre-patterned electrodes.

clean 2D interfaces. This process lies at the heart of the fabrication of
ultraclean interfaces in these van der Waals heterostructures. In particular,
the interfaces between the graphene layers and the encapsulating hBN
layers should be extremely clean. Furthermore, bubble formation during
the stacking process is naturally counteracted. The contact between the flat
interfaces of the 2D materials tends to bunch up the bubbles and push them
to the edges of the flakes, away from the active area[150].

Before performing further cleanroom fabrication, we must drop the
heterostructure on a silicon chip. Here, the temperature-dependent properties
of the PC film will be particularly useful. A pre-patterned silicon chip with
multiple electrical contacts is placed on the sample stage. The polymer
stamp, containing the entire heterostructure, is lowered to make contact
with the pre-patterned chip. We place the heterostructure in the center of the
prepatterned chip and advance the wavefront further (by several millimeters).
We now increase the temperature of the sample stage, from 110◦C to 180◦C,
monitoring the wavefront for possible temperature-induced movement. Once
we reach this temperature, the PC film will start to melt and stay attached
to the silicon chip. At this point, the stamp stage is slowly raised to break
up the PC film, leaving the contacted part on the chip while raising the
uncontacted film away. In this manner, the PC film will be ripped at the
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wavefront interface and the heterostructure will now lie on the pre-patterned
silicon chip, fully covered by the PC film. Lastly, the PC film is chemically
removed by placing the chip in a beaker with chloroform for 3-5 minutes.
The chip is then immersed in IPA for another 3-5 minutes and dried using
an N2 gun. The assembly process for magic-angle twisted bilayer graphene
is now completed 2.3d.

2.1.3 Fabrication of MATBG Hall bar devices

The cleanroom fabrication process for MATBG Hall bars is rather stan-
dard. It involves several steps of electron beam lithography, reactive ion
etching and metal evaporation; accompanied by the required spin coating,
developing, lift-off and cleaning processes. Of course, one must use lithog-
raphy software to design the various lithography masks needed. For the
double-gated MATBG Hall bars, there are in total three cycles of lithography,
etching and evaporation (one of these cycles can forego the etching process).
The goal of each subsequent cycle is, in chronological order: (1) defining a
Hall bar geometry in MATBG, (2) making electrical edge contacts to both
the twisted bilayer graphene and bottom graphite gate and (3) contacting
the top graphite gate. Here’s a sequential rundown of the entire process:

1. Spin coating the sample. Standard parameters for the e-beam resist
PMMA 950K (0,27 µm) are 30 seconds at 4000 rpm, followed by baking
the chip in the hot plate for 2-3 minutes at 150◦C.

2. Exposure of the first lithography mask (Hall bar geometry) in the
electron-beam lithography (EBL) system. Developing using MIBK:IPA
(1:3) for 40-50 seconds (depending on e-beam dose). Cleaning in IPA
for 2 minutes.

3. Etching of the defined Hall bar structure. As etching gas, we use a
mixture of CHF3 and O2 at a 10:1 ratio. This etching gas will remove
hBN layers at a much faster rate than the graphite/graphene layers,
making it reasonably selective. The etching rates must be calibrated
for each RIE machine and combination of etching parameters. In this
step, we etch down to the surface of the silicon chip. After etching, we
optically check that the process was successful and clean the chip with
acetone and IPA.

4. Second spin coating of the sample, same parameters as in the first step

5. Exposure of the second lithography mask in the EBL. This mask
comprises contacts to the Hall bar arms, as well as a lithographic
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window to the bottom graphite gate. The exposed resist is developed
using the same parameters as before

6. Etching of the exposed areas. The contacts in the Hall bar arms are
re-etched here to ensure that the graphene interface there is clean.
Etching process should reach the bottom graphite gate.

7. Inmediately load the etched chip into the metal evaporator for e-beam
evaporation of a Cr/Au (3 nm/50 nm). Chromium will adhere well
to the substrate (and the graphite flake) and serve as support for the
gold atoms. A chamber pressure of approximately 10−7 mbar in the
evaporator is desirable for good electrical contacts

8. Lift-off process of the evaporated metal. Usually done in room-
temperature acetone overnight. A syringe filled with acetone can
be used to help the process after several hours. After successful lift-off,
the chip is cleaned again using fresh acetone and IPA.

9. Third spin coating process, same parameters.

10. Exposure of the third lithographic mask, which consists of a simple
lithographic window into the top graphite gate. One may define
multiple windows to the top graphite along its length. The purpose of
these multiple contacts will become apparent at the end of this section.
Subsequent development using the same parameters stated above.

11. Directly load into the metal evaporator. As the top graphite gate is
not covered in hBN, one can forego etching in this step. Standard
evaporation of Cr/Au bilayer (3 nm /50 nm).

12. Final lift-off process in acetone. This sequence describes standard
fabrication of a double-graphite-gated MATBG Hall bar. The contact
to the exposed (not covered in hBN) graphite gate can be performed as
the first or last cycle in this sequence. Figure 2.4 depicts the different
lithographic masks for the heterostructure described in 2.3 and the
finalized device.
The particular devices used for the experiments described in this thesis
feature one more characteristic: the top graphite gate is split into two,
allowing us to operate the device as a pn-junction. This fabrication
process was developed by my colleagues Jaime Díez Mérida and Andrés
Díez Carlón and is detailed in Ref. [138]. This fabrication step is
performed after the sample has been characterized in transport, to
define the junction in the region with the best transport characteristics.
However, I will succinctly describe it here as it also constitutes a
process of cleanroom fabrication.
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Figure 2.4: a) Lithographic masks (both etching and contact definition) for a
MATBG Hall bar device. Design and visualization software is KLayout. Distance
between adjacent crosses is 50 µm. b) Optical image of fabricated Hall Bar device.

13. Spin coating of the sample, with the same parameters.

14. Exposure of the lithographic mask, which consists of one (or multiple)
highly aligned segments perpendicular to the Hall bar channel (parallel
to the Hall bar arms). Typical widths for these segments range between
80 - 300 nm.

15. Etching of the lithographically-defined segment in the top graphite
gate. In this step, the etching time must be well calibrated, as not to
etch into the layers below and destroy the Hall bar. For this, measuring
the thickness of the top graphite using AFM is very important.

16. Cleaning of the etched chip using acetone and IPA.
After all these fabrication steps: 4 cycles of lithography, 3 cycles of
etching and 2 cycles of metal evaporation; the double-gated MATBG
Hall bar samples are prepared for transport and optoelectronic studies.

2.2 Fabrication of BSCCO-2212 heterostructures

In this section, I will describe the fabrication process for hBN-encapsulated
BSCCO-2212 heterostructures. The devices should provide a good electrical
contact to the superconducting 2D layer, while it remains encapsulated by a
top hBN. In addition, we aim to nano-pattern the superconducting flake to
restrict the supercurrent flow to a small active area, which will be used to
sensitively detect near-infrared photons in our experiment.

The fabrication for these samples is more straightforward than for twisted
bilayer graphene, but very challenging due to the unstable nature of the
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BSCCO-2212 flakes. As described in the introduction, the superconducting
properties of the material depend strongly on the hole doping (oxygen
doping) in its unit cell. The entire fabrication process will be centered
around avoiding sample oxidation (via oxygen out-diffusion) during the
assembly and nanopatterning of the BSCCO-2212 flakes. Thus, nearly all
steps of the fabrication will differ from those presented in the previous
section: we will use pre-patterned metallic electrodes for contact, we will
work inside an inert-atmosphere glovebox, we will use a dry-transfer method
for the vdW assembly and novel non-invasive patterning method will be
employed.

All these techniques are geared towards one goal: minimize the exposure
of BSCCO-2212 to air or moisture and shorten the processing time between
BSCCO-2212 exfoliation and device loading as much as possible. Some steps,
like the contact preparation or the hBN exfoliation, can be done in advance.
Once we exfoliate the BSCCO-2212 layer, we aim to fully finish our device
and have it ready to load in the cryostat in 90-120 minutes. Such time
constraint presents a challenge, requiring large amounts of practice in this
fabrication process.

2.2.1 Development of bottom contact electrodes

We start from a silicon wafer with 285 nm of SiO2 thickness, which is
diced into large squares of 2x2 mm. Afterwards, these squares are thoroughly
cleaned through strong ultrasonication in acetone, IPA and lastly DI water,
5 minutes in each of them. We optically check the removal of the resist
used for wafer dicing. Using the dark field mode in the microscope helps
detect any impurities. We then spin coat the square chips, using the same
recipe described in the e-beam lithography of MATBG stacks. We load into
the EBL system and expose the lithography mask overnight. The mask
comprises a 4x4 matrix of the contact design, which will be distributed
over the entire millimeter-scale chip. Such lithography is normally done
on laser writers or mask aligners, since it is less time-consuming. However,
photoresist polymers are known to produce more residues than, for example,
PMMA resist. As these are bottom contact electrodes, the cleanliness of the
substrate and the surfaces of the evaporated metals will be crucial. Therefore,
we elect to use long EBL sessions (between 6-10 hours) to create 16 chips
at a time. The typical design for our bottom contacts is shown in Figure
2.5a-b.
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On the contact design

We use a rather simple contact design, featuring only 4 inter-digitated
contacts arranged in a square. Two main design principles set this design:
maximize the contact area with the BSCCO-2212 layer and maximize the
number of 2-probe channels between contacts. The first principle is based
on a material characteristic: as shown in Fig. 5.4a, the unit cell of BSCCO-
2212 features (super)conducting planes that are sandwiched between non-
conducting layers of bismuth and strontium oxide. Therefore, one can expect
that electrical bottom contact may not be Ohmic and uniform, but rather
tunneling-like and probabilistic. Maximizing the contact area will give us
the best chance to have an area where electron tunneling is efficient and
an Ohmic percolation path might be established. Furthermore, the inter-
digitated shape of each electrode (Fig. 2.5a) aims to maximize the area of
contact where the electrode and the BSCCO-2212 layer are not perfectly
parallel. The (small) corrugations induced in the BSCCO-2212 layer sitting

Figure 2.5: a) Design for 4-terminal electrodes for bottom contact of BSCCO-2212
heterostructures. b) Optical image of the electrodes after lift-off. Insets show the
interdigitated central area.

on top of such an electrode will offer areas of contact that are not perfectly
planar, but rather at an angle. In addition, the electric field lines in such
electrodes under electrical bias will be strongest at the edges of the contact
’fingers’, giving us the best chance to establish good electrical contact. The
second principle, maximizing the number of available 2-probe channels,
allows us the possibility to write multiple superconducting channels in the
same flake. This is very important, as the yield of high-quality BSCCO-
2212 heterostructures with high-temperature superconductivity will not be
large. Furthermore, it will allow us to measure nanostructures of different
lengths and widths within the same BSCCO-2212 flake. We note that the
nanostructures will be written in the micron-scale gaps between the electrode
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pairs, not between the ’fingers’ of each electrode. The nano-patterning of
the 2D flakes will be discussed in a later section.

After e-beam lithography, we develop the expose patterns using MIBK:IPA
(1:3) ratio as described in the previous section. Subsequently, we use the
dark field mode of the optical microscope to check for newly formed defects,
areas that were not well-developed or the presence of ’fences’ in the edges of
the resist. Then, the chip is loaded into a Lesker evaporator, where we will
deposit a Ti/Au bilayer. The titanium layer, generally 2-4 nm in thickness,
helps the gold ’stick’ to the silicon chip. Titanium is evaporated using e-beam
evaporation. The gold layer is immediately deposited, without breaking the
vacuum in the chamber. A quick transition between the two evaporation
steps helps avoid the oxidation of the titanium layer into titanium oxide
TiO2.

On the characteristics of the gold film

Initially, we considered that the gold film should be very thin and ex-
tremely smooth, in analogy to the sharp and clean interfaces of 2D materials.
Some effort went into developing recipes to achieve this, generally involving
the deposition of 6-10 nm Au films at a very slow evaporation rate (0.3-0.5 Å/
s). We didn’t find any significant correlation between low contact resistance
and extremely smooth films, so we decided to use standard evaporation rates
(1 Å/ s). What’s more, having some small roughness of the gold film can help
establish good electrical contact, as it provides the chance for non-planar
contact (as discussed regarding the inter-digitated electrodes). We note here
that other colleagues in ICFO did develop ultrathin and ultrasmooth gold
films for different projects, not related to the bottom contact of 2D materials.
Intriguingly, they found that faster evaporation rates (∼ 2 Å s) tended to
yield smoother gold films in this evaporator.

Regarding the thickness of the evaporated film, we eventually moved to
medium thicknesses between 20 and 25 nm. Very thin films are more prone
to suffer from imperfections or even have a lowered conductivity. Given the
low success rate of fabricating these devices, it is not worth to risk having
a bad gold film in the electrodes. Thicker gold films can create significant
gaps between the stacked 2D materials and the silicon substrate, allowing
for the entry of air or moisture through these gaps. We find that such
medium thicknesses offer a good balance between low-dimensionality and
stable metallic properties of the film.

After metal evaporation, we proceed to standard lift-off in a large beaker
filled with acetone at room temperature. Leaving the chip at an angle inside
the beaker (not sitting horizontally at the bottom of the beaker) can help
facilitate the lift-off process. Once lift-off is completed, we thoroughly clean
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the chips under ultra-sonication in a cycle of acetone, IPA and DI water.
Then, we use a diamond tip cutter and pliers to divide the large chip into 16
parts, which will be the chips we use in the assembly process. After cutting,
we repeat the same sonication and cleaning process, making sure that the
chips don’t collide into each other during sonication.

Afterwards, we inspect the 16 chips under the microscope, making sure
that the metal evaporation has been successful (Fig. 2.5b). Again, the
dark field mode will help us detect any significant impurities in the contacts.
The electrodes must be extremely clean near the channels, as well as the
lack of defects in the channels themselves. We classify the fabricated chips
into different groups, namely ’perfect’, ’good’ and ’bad’ depending on the
density of defects. We preferably use only the ’perfect’ chips, while the
’good’ ones can be used as long as we know where the few defects are. This
concludes the fabrication of pre-patterned bottom contacts for their use in
hBN/BSCCO-2212 heterostructures.

2.2.2 Inert atmosphere setup for air-sensitive 2D materials

Here, we describe the glovebox setup used for the assembly of BSCCO-
2212 heterostructures. Glovebox systems provide an isolated atmosphere in
which one can manipulate materials which are highly sensitive to ambient
conditions, as well as chemicals which are toxic or dangerous. In our case,
we work inside this protected atmosphere to avoid oxidation (and loss of
superconductivity) in 2D BSCCO-2212 flakes.

Description of the glovebox setup

The glovebox, shown in Figure 2.6, consists of 3 main parts: two argon-
filled boxes (left and right) and one central transferring area (loadlock). The
central transfer area is crucial for the operation of a glovebox, as it serves as
an intermediate step between the ambient conditions outside the glovebox
and the inert atmosphere inside it. It comprises two chambers (one large
and one small) which can be put in vacuum conditions or flushed with argon
to ambient pressure. I briefly describe here the transfer method to bring
samples into the glovebox (particularly through the small loadlock).
Initially, the transfer chambers are in vacuum conditions, at around 50 mbar.
One should note that for the idle status of the loadlock, the highest vacuum
conditions are not always desirable, as they can impose significant strain on
the silicone O-rings and reduce their lifetime.

1. To bring samples into the glovebox, we first flush the small transfer
chamber with argon until reaching a pressure of 600 mbar.
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Figure 2.6: General view of the Jacomex glovebox system.

2. We subsequently pump down the chamber again down to 10 mbar.

3. Repeat this flushing/pumping cycle two more times, end with flushing,
leave the chamber at ambient-pressure.

4. Open the loadlock to the ambient conditions, introduce the objects,
close the loadlock.

5. Repeat the pumping/flushing cycle 3 more times, end with flushing of
the chamber.

6. Open the transfer chamber from the inside of the glovebox, take out
the samples, close the chamber once more.

7. Perform 2 more cycles of pumping/flushing, ending with the pumping
step and leaving the chamber in ambient conditions.

To take samples out of the glovebox, we will simply repeat this process in
the inverse order; always taking care to pump/flush the chamber multiple
times before opening it. This glovebox system works in over-pressure mode,
meaning that the argon pressure inside it is higher than the atmospheric
pressure. This is clearly visible through the gloves, which stick out from the
chamber to the outside. We work at 10 mmHg pressure. Thus, even in a
total failure state where the loadlock is opened on both sides and connects
the two atmospheres directly, no air should leak into the chamber.

Focusing on the argon-filled boxes, these feature a closed cycle of argon
flow fixed at the aforementioned over-pressure value. As part of this cycle,
each box features two filters that help mitigate any contamination: a high-
efficiency particle-absorbing filter (HEPA) H13 open filter and an HEPA H13
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+ charcoal-activated filter. The box is isolated from the environment through
metal walls, a plastic screen with gloves in the front (Piercan 13800) and
epoxy-filled, KF-40 flanges (used to interface connecting cables into the box)
in the back. The box also includes an N2 gun inside it and multiple shelves
for storage. This glovebox system presented oxygen and water concentrations
of O2 < 1ppm and H2O < 0.5 ppm. Lower values can be achieved if one
reduces the load of instruments mounted inside the glovebox.

Here we outline and describe the work stations on the right box of the
glovebox system, depicted in Figure 2.7:

1. A 4-probe, room-temperature probe station on the left side (Fig. 2.7a).
It features optical imaging (through a CMOS camera), as well as 4
micro-manipulators that control tungsten tips for contact with the
bonding pads in the pre-patterned chips. These 4 electrodes are
interfaced with a lock-in amplifier outside the glovebox, used to measure
the 2-probe and 4-probe resistance across different contact pairs.

2. An exfoliation and storage station in the center (Fig. 2.7b). It includes
a plastic container, whose top surface is as working surface, storage for
all the air-sensitive 2D materials, basic tools and consumables for the
exfoliation and a hot plate for pre-baking of the pre-patterned chips.

3. A custom transfer stage on the right side, which will be described next.

4. Outside the glovebox, a work station with PC, mouse, keyboard,
joysticks and multiple adjustable screens

The custom transfer stage, pictured in Figure 2.8, comprises the same main
elements as the transfer used outside the glovebox for the assembly of
graphene devices: an microscope column, a sample stage and a stamping
stage. This transfer stage features 3 long-working-distance Mitutoyo objec-
tives (2x, 10x, 50x) mounted on a wheel for their (automated) exchange. The
entire microscope column can be actuated (electronically) in the Z direction
to adjust the focus. White light illumination is also provided through the
microscope column. The images are captured by an Amscope CMOS camera
and monitored live via PC.

The sample stage features 2 Newport micro-manipulators for movement
in the XY direction. Unlike the previously described transfer stage, the
sample stage is manual. This stage also includes a heater/thermometer
combination for control of the stage temperature; as well as a vacuum chuck
to fixate the chips during transfer. Lastly, the sample stage includes a
rotation stage without a Vernier scale.

Lastly, the stamping stage features coarse horizontal movement along
one direction (it’s mounted on a rail). Tilt control with respect to the XY
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Figure 2.7: a) Overview of the right chamber of the glovebox. Dashed lines
highlight the 3 main work stations in the chamber. b) Device testing with the
4-terminal probe station. c) Exfoliation station.

plane and the Z direction is provided by Thorlabs micro-manipulators; as
well as automated Z control through a Newport micro-manipulator. Overall,

Figure 2.8: a) Main stages of the glovebox transfer stage. b) Top view of the
transfer stage.

this transfer stage is well-suited for the manual control of most parameters
(placement of the substrate, coarse movement of the stamp stage, lateral
alignment and tilt control), except those which require fine control: Z
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movement of the stamping stage and adjustment of the focal plane. This
tool allows an experienced user to minimize the processing time during vdW
assembly of unstable 2D materials[149].

2.2.3 Exfoliation and stacking methodology for BSCCO-2212
heterostructures in an inert atmosphere

For the fabrication of hBN/BSCCO-2212 heterostructures, some steps
must be performed in advance to shorten the processing time once the
BSCCO-2212 flakes are exfoliated.

Polymer stamps

The polymer stamps are prepared beforehand. As we want to avoid
chemical post-processing of the samples, we avoid using PC (which requires
removal with chloroform). Instead, we use the dry-transfer technique using
PDMS stamps. We combine two types of PDMS: thick, high-retention PDMS
film for structural support and thin, low-retention PDMS film to minimize
the residues on the flake. A typical stamp, prepared on a glass slide, features
a thick PDMS square of 1x1 cm and a smaller thin PDMS square (5-7 mm
each side) in the center of the thick PDMS. We will prepare two sets of
PDMS stamps, one will be used for exfoliation of hBN in ambient conditions
and the other set will be saved for BSCCO-2212 flakes once we are ready to
exfoliate them. For this second set, one should keep the topmost protection
layer of the thin PDMS square until the last moment.

hBN exfoliation

Before exfoliating BSCCO-2212 and assembling the heterostructure, we
exfoliate hBN on multiple PDMS stamps. The stamps should be optically
inspected for flakes with large size (it should fully cover the BSCCO-2212
layer, of which we want to maximize the area for electrical contact) and
thicknesses between 10 and 30 nm (Fig. 2.9). Unlike the case of MATBG,
hBN flakes with non-uniform thicknesses can be used for encapsulation of
BSCCO-2212 (see 2.9d). The main bottleneck will be the large size of the
target flakes, ideally larger than 70x70 µm. The exfoliation technique with
PDMS stamps is the same for hBN and BSCCO-2212, and will be described
shortly after.

In order to shorten the processing time of the stacking process, one
should thoroughly classify all the viable hBN flakes in each PDMS stamp;
labeling them and indicating where they appear on the stamp (center, top
right, bottom left, etc...) and their dimensions. This will save us significant
time once: once we identify a good BSCCO-2212 flake, we can measure its
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dimensions, check this index of hBN flakes and quickly prepare the hBN
stamp for encapsulation. Once we have prepared sufficient PDMS stamps
with viable hBN flakes, we load them into the glovebox and we proceed
with the exfoliation and stacking of BSCCO-2212. Figure 2.9 shows some
exemplary good hBN flakes exfoliated on PDMS.

Figure 2.9: Viable hBN flakes for the top encapsulation of BSCCO-2212. (a) and
(b) have medium thickness but their size and uniformity is good. (c) is a very thin
hBN flake (∼ 4-6 nm) and (d) is a very large, inhomogeneous flake. The lower left
area of the flake (rectangle-shaped) is viable for encapsulation. The scale bar in all
images corresponds to 75 µm.

BSCCO-2212 exfoliation

Now inside the glovebox, we exfoliate the bulk BSCCO-2212 crystal
(of shiny black color) onto a clean, uniform piece of scotch tape. As we
aim to obtain large BSCCO-2212 flakes, we will not exfoliate this scotch
tape many times. Depending on the thickness of the crystal in the ’mother’
tape, one should exfoliate this tape onto itself (without repeating the same
area) between 3-5 times. Although hard to explain, we aim to see regions
of silver-ish color in the tape; often still connected to darker BSCCO-2212
regions. For the repeated tape-on-tape exfoliation, a medium speed and
force is advisable, if the exfoliation is too slow there will be very low transfer,
while very rapid exfoliation will strain or break the 2D layers. Once we find
a suitable area of the tape, one should quickly take a clean PDMS stamp

43



2. Experimental Methods

(whose cover we have removed shortly before BSCCO-2212 exfoliation) and
make contact with the tape. We press the stamp onto the target area with
our fingers by pushing on the glass slide. Here, one should again use a
medium force, enough to ensure complete and uniform contact. Afterwards,
one should flip the tape and glass slide, leaving the non-adhesive side of the
tape facing up and the glass slide below. We proceed to exfoliate the tape
away from the PDMS stamp, hopefully leaving good BSCCO-2212 flakes in
the stamp. This step is of paramount importance, yet hardly tractable. I
found the best yield using the procedure outlined below:

1. We place the glass slide + scotch tape combination as mentioned above.

2. Using the not dominant hand (left hand for me), we hold the glass
slide on its opposite side.

3. Using the other hand, we grab the scotch tape by the bottom left
corner (bottom right if left-handed). Also, if possible, we keep some
pressure on the flake area by pressing on the glass slide using the not
dominant hand.

4. We now switfly detach the tape from the PDMS stamp, following a
diagonal trajectory (from bottom left corner of the tape towards upper
right corner). Along with the diagonal trajectory, one should pull the
tape up as it moves from left to right, i.e. the hand should end higher
than it started. Lastly, the speed of this exfoliation should be relatively
fast. I think a good way to indicate the speed is 75 % of the maximum
speed you could use to detach the tape. All in all, the tape is detached
from the PDMS diagonally (the wavefront of contact is not parallel to
the edge of the PDMS stamp) and the user’s hand performs a swift
movement. This movement is, in my experience, the key to reliable
exfoliation of large, relatively thin BSCCO-2212 flakes. I believe it’s
best described as a whip-like movement.

5. We inspect by eye the PDMS stamp, where a significant portion of the
BSCCO-2212 crystal should have been transferred. If done correctly,
other areas of the tape should remain untouched and can be used for
further exfoliations onto PDMS stamps. One can now turn to the
search of suitable flakes in the microscope.

Identification of BSCCO-2212 flakes

We now mount the glass slide on the stamping stage. Unlike the MATBG
process, we will mount the glass slide with the PDMS surface pointing up,
towards the microscope. This will facilitate flake identification, as one can
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focus directly on this surface without passing through other focal planes.
We also place the pre-patterned chip on the sample stage, off-centered, to
have a uniform SiO2 background while looking for flakes.

As mentioned before, once we exfoliate the BSCCO-2212 layers, the
process must be optimized to save time and avoid degradation. Fastest
flake identification involves: (1) rapid scanning of the PDMS stamp at 2x
magnification to identify the area with the highest flake density, (2) inspection
of the resulting flakes at 10x magnification, moving from one corner of the
stamp to the opposite corner, (3) closer look at 50x on potentially viable
BSCCO-2212 flakes and (4) precise measurement of the dimensions of the
flake at 10x or 50x magnification. Ideally, for sub-centimeter exfoliation
areas, one would fully check the stamp within 5 minutes. Figure 2.10 shows

Figure 2.10: a) Bilayer (∼ 3 nm) BSCCO-2212 flake, attached to a thicker
surrounding flake. b) Trilayer (∼ 4.5 nm) BSCCO-2212 flake. This flake could be
easily detached from the surrounding thicker flakes. c) 4-layer (∼ 6 nm) BSCCO-
2212 flake. d) BSCCO-2212 flake of medium thickness (∼ 15-18 nm). The scale
bars in (a) and (d) represent 50 µm. The scale bars in (b) and (c) represent 75 µm.

exemplary BSCCO-2212 flakes that may be used in our heterostructures. As
mentioned before, we want flakes to be large (not excessively, as hBN must
fully cover it), uniform and relatively thin (10 layers or below). The optical
contrast of the flakes will not necessarily scale linearly with the number of
layers, but a solid intuition can be developed by measuring different flakes
with an AFM. For each flake on Figure 2.10, we include an approximate (or
known) thickness, so as to help the reader build this intuition.
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Importantly, AFM cutting of the BSCCO-2212 flakes is not viable in
this fabrication process. First, they sit on top a flexible substrate which
difficults making straight, clean cuts. Second, the BSCCO-2212 flakes are
thicker than the graphene flakes we cut using this technique. Therefore, it
is likely for the AFM tip to rip or fold the BSCCO-2212 flakes, instead of
cutting them. Nevertheless, this doesn’t imply that one cannot use a good,
thin flake attached to a larger, thicker BSCCO-2212 flake (see Fig. 2.13).
One can play with the angle of approach and the tilt of the stamping stage
to separate the 2 areas by selectively dropping only one of them on the chip.
This process requires practice and does not guarantee 100 % success rate,
but is surprisingly useful. Furthermore, even if a large surrounding area of
BSCCO-2212 is not covered by hBN, the protected area can remain protected.
However, the larger BSCCO-2212 area must not short the electrodes. As
a last resort, it could be cut using an AFM tip or the tungsten tips of the
probe station after encapsulation.

Dry-transfer process

The transfer process[148] is described here for the BSCCO-2212 flakes,
although the procedure will be largely identical for the hBN flake. The
temperature is not varied, both transfers take place at room temperature.
Controlling the wavefront evolution through the angle and speed of contact,
as well as the direction of contact will enable us to achieve clean dry-transfers.
In Figures 2.11, 2.12 we show the sequential assembly of a clean BSCCO-
2212/hBN heterostructure. Also, in Figures 2.13, 2.14 we demonstrate the
fabrication process for another heterostructure based on thinner flakes.

1. Flip the glass slide, making the PDMS stamp face downwards, towards
the silicon chip. Center the PDMS stamp under the white light spot.

2. Go to the focal plane of the chip and move the sample stage to center
the electrodes in the optical image. The microscope objective should
be fixed at 10x in the following.

3. Depending on the shape of the flake, and its position within the PDMS
stamp, choose the direction of contact. If the flake is located near one
edge of the stamp, it’s often advisable to approach from the opposite
side, to avoid possible sudden, uncontrolled contact.

4. Staying on the focal plane of the chip, lower the stamp stage coarsely.
At this stage, the separation between stamp and substrate should be
macroscopically large, so one can monitor this step with the naked eye.
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5. Once the stamp and the chip are close, stop lowering the stamp and
search for the focal plane of the lowest PDMS surface (that which
hosts the flakes and will touch the chip).

6. Scan the stamp to locate the chosen flake. Double check its position
and orientation, rotating the chip if necessary to achieve the desired
wavefront direction.

7. The final step of the approach is quite sensitive. One must play around
with the Z control of the stamp and the focus of the microscope to
identify the relative distance between stamp and chip. The best way to
do it is to focus on the chip, then go slightly off-focus in the direction
of the stamp’s focal plane. Then, slowly lower the stamp until the
flakes come into focus.

8. Repeat this process sequentially until both focal planes nearly coincide.

9. In the focal plane of the chip, align the BSCCO-2212 flake with the
inter-digitated electrodes, trying to maximize the contact area equally
across the 4 electrodes.

10. Switch to 2x and slowly lower the stamp. Observe the formation of the
wavefront, confirming that the contact takes place along the desired
direction.

11. Switching back to 10x, check the alignment between electrodes and
flake and continue to lower the stamp. Check that the wavefront
evolves smoothly as it approaches the flake.

12. Transfer the BSCCO-2212 flakes onto the electrodes. In the case of the
inter-digitated electrodes, it’s advisable to align the wavefront parallel
to the long dimension of the ’fingers’. This will minimize the formation
of bubbles or excessive strain on the flake.

13. Once the entire flake is in contact with the electrodes, start peeling
back the PDMS slowly. Both when transferring and peeling, the
first contact of the wavefront with the flake edge is crucial and will
determine the success of the process. If this first contact is not smooth,
it’s worth retracting the wavefront and adjusting its angle (through
the tilt control in the stamping stage).

14. Peel back the PDMS over the BSCCO-2212 flake, which should remain
on focus if successfully transferred onto the electrodes.

15. Raise the stamp stage to fully detach the PDMS stamp from the chip
surface.
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16. Remove the glass slide from the stamping stage, adjust the focus and
capture images of the transferred flake.

17. Repeat this process for the hBN flake, making sure that the BSCCO-
2212 flake is fully encapsulated. Capture images of the finalized stack.

Figure 2.11: a) Exfoliated BSCCO-2212 flake of thickness d = 16.5 nm. b)
Stacking of the flake depicted in (a). Note that the thicker, opaque flakes are not
in contact with the substrate. c) Optical image of the dropped BSCCO-2212 flake.
d) General view of the device after BSCCO-2212 stacking. The scale bars in (a)
and (c) correspond to 50 µm

Isolating thin BSCCO-2212 flakes from ’bulk’ areas

One final note on this process involves the aforementioned separation of
thin flakes from ’bulk’ connected flakes. Two strategies are possible here.
First, if the thin and ’bulk’ parts are separated by a clear boundary, one
can try to stack the latter on an empty area of the chip, or just in an empty
silicon chip. It’s important to stop the wavefront after the thick flake is
fully contacted, but before the thin flake makes contact. If the two areas are
connected, a riskier (but faster) process must be employed. This process is
depicted in Fig. 2.13, as well as the encapsulation of that same flake in Fig.
2.14. We follow the same procedure described above, but this time we stop
the wavefront precisely at the boundary between the two flakes. Here, the
thin flake will be pressed onto the electrodes while the thicker part is not.
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Figure 2.12: a)Exfoliated hBN flake used for top encapsulation of the device
shown in 2.10. b) Approaching wavefront for the stacking of the hBN flake. In most
of the images, the PDMS and substrate are not in contact. c) Stacking of the hBN
flake. The greenish color signifies the contact between PDMS and the substrate.
We selectively stop the wavefront at the boundary between the target flake and
the surrounding, thicker hBN flakes. d) Optical image of the BSCCO-2212/hBN
heterostructure right after assembly. The scale bars in (a) and (d) correspond to
50 µm

Aligning the wavefront exactly along this boundary line between the two
flakes can be challenging, but can be achieved by careful adjustment of the
tilt control. Once the wavefront is aligned, we transfer very slowly up to the
precise boundary. If the ’terrace’ at the boundary is high enough (see Fig
2.13a), the wavefront will tend to stay put unless we press down further. At
this point, we can move back and forth the tilt controls around their original
position, helping the wavefront fill out this boundary line. Finally, we peel
back the PDMS, leaving the thin BSCCO-2212 flake on the electrodes while
the thick flake remains on the PDMS.

Device pre-characterization and vacuum storage

After repeating the transfer process for both BSCCO-2212 and hBN, our
superconducting BSCCO-2212 heterostructure is finalized. Before transfer-
ring it out of the glovebox, we can use the probe station to pre-characterize
the device. In short, we measure the 2-probe resistance across all electrode
combinations, as well as the 4-probe resistance of the flake. At this stage,
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Figure 2.13: a) Optical image of a 3-unit cell thick BSCCO-2212 flake. b) Stacking
of thicker flakes directly connected to the target, thin flake. This is done directly
on the final chip but away from the metalized areas, taking care not to contact the
electrodes. c) Re-stacking of the thin flake onto the electrodes. d) Optical image of
the re-stacked thin BSCCO-2212 flake. Some cracks can be observed in the flake
surface, due to the strain applied during the stacking of the thicker flakes. The
scale bars in (a) and (d) correspond to 50 µm

we don’t aim to precisely quantify the contact resistance, as one can do that
in the cryostat. Instead, the goal is to discriminate between bad devices
(for which we should not continue with the next fabrication steps) and
good, promising devices. We contact the bonding pads in the chip using the
tungsten probes.

A good device will show 2-probe resistances below 10-20 kΩ and 4-
probe resistances in the order of 100 Ω. Of course, these quantities may
vary depending on the quality and area of the electrical contact. On the
other hand, bad devices will yield 2-probe resistances between 100 kΩ and
few MΩ and should be discarded. In the case of ultrathin flakes (4 or
fewer layers), 2-probe resistances in the order of 100 kΩ may not imply
that there is no electrical contact. However, in our experience, even if the
flake is superconducting, these resistance values indicate that the resulting
nano-structured device won’t be usable, as one cannot properly operate a
zero-resistance device over a huge contact resistance. Also note that once the
device is cooled down in the cryostat, the contact resistance will increase.

We can now transfer the vdW heterostructure out of the glovebox, for
the final step of nanofabrication. Even though the BSCCO-2212 flake is
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Figure 2.14: a) Thin hBN flake used for top encapsulation of the device shown in
Fig. 2.13. b) Stacking of the hBN flake, wavefront approaching the target area. c)
Stacking of the hBN flake, wavefront receding from the target area, leaving behind
the hBN flake on the substrate. d) Optical image of the finalized BSCCO-2212/hBN
heterostructure. The scale bars in (a) and (d) correspond to 50 µm

encapsulated with hBN, it’s reccommendable to use a vacuum container to
bring the sample out of the glovebox. We use a small vacuum desiccator
(Pelco SEM stub desiccator), which we pump down inside the glovebox.
Finally, we take the vacuum container out of the glovebox.

2.2.4 Non-invasive nanopatterning of air-sensitive 2D mate-
rials using a Helium Focused Ion Beam

Challenges in BSCCO-2212 nanofabrication

Fabricating practical superconducting devices often relies on the cre-
ation of a region with reduced dimensionality or weakened superconductivity.
Whether it’s a Josephson junction, where the tunneling across the weak link
depends on the phase of the superconducting condensate; or a supercon-
ducting sensor, where one leverages the sharp phase transition between the
superconducting and normal states. In the case of thin film, low TC super-
conductors, micro- and nano-patterning can be achieved using conventional
fabrication techniques as those described in the cleanroom fabrication of
MATBG samples. These include lithography, etching and metal evaporation
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processes.
However, the patterning of BSCCO-2212 (and cuprate superconductors

in general) presents a major challenge[151]. On the one hand, the high
critical temperature of cuprates also implies very large values of supercon-
ducting critical current density JC and critical magnetic field HC . Thus,
a non-patterned piece of BSCCO-2212 cannot be biased at its supercon-
ducting phase boundary in practical conditions. On the other hand, due
to their chemical instability, conventional cleanroom processing is not vi-
able as the material would be exposed to air, moisture and any number of
chemicals. Thus, alternative fabrication methods are required to create high
quality, nano-patterned BSCCO-2212 areas that can be used as, for example,
quantum sensors[145].

The helium Focused Ion Beam

First developed in 2009[152–154], the helium ion microscope appeared
as an alternative to other scanning microscopy technologies, such as the
scanning electron microscope (SEM) or the field ion microscope (FIM).
The achievable resolution in all these systems depends on the volume of
interaction between the beam and sample. While SEM systems can provide
tightly focused beams, the interaction between the electron beam and the
sample is generally weak. Conversely, FIM systems based on heavy ions
(most notably Ga+ and Ne+) offer large beam-sample interactions but are
rather invasive: they induce significant atom sputtering and ion implantation.
As a middle ground, the He Focused Ion Beam (He-FIB) can provide a highly
focused beam with larger interaction strength than the electron beam, while
being comparatively non-perturbative, thanks to the very low mass of the
He+ ions[154, 155]. The He-FIB combines both high depth of field and
high-resolution imaging, while most scanning microscope systems must face
a trade-off between the two.

Here, we will briefly describe the main components of the He-FIB (Zeiss
Orion NanoFab) and its working principle. However, our focus will remain
on its operating procedure and how one can use it to create high-quality
BSCCO-2212 nanostructures without breaking encapsulation. The He-FIB
system comprises three main parts: a high vacuum chamber with a 5-axis
motorized sample stage, a field ion source column (with He+ and Ne+) and a
secondary electron detector. An additional electron flood gun will counteract
the charging effect. During the processing, the sample stage is fixed, the
ion beam is scanned using electromagnetic lenses and deflectors and the
secondary electron detector (like in an SEM) will provide the necessary
imaging.

The He-FIB is centered around a gas field ion source, in which He atoms
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are ionized at the tip of a tungsten needle and then extracted using a large
voltage difference to create a focused He+ ion beam. To create a well-defined
narrow beam, the tungsten needle is thinned at its tip down to the formation
of a trimer (3 single tungsten atoms arranged in a triangular shape). The
large voltage applied at the trimer will ionize the He atoms and create an
extremely narrow beam. The beam is further controlled through multiple
electrostatic lenses and deflectors before reaching the sample. The basic
structure of the SEM and an image of the tungsten trimer are shown in
Fig. 2.15. Once the focused beam reaches the sample surface, its interaction

Figure 2.15: a) Schematic representation of the He-FIB system. Helium atoms
are ionized at the tip of the needle by the large electric field between the needle
and the extractor plates. Then, the He-ion beam is scanned and focused onto the
sample using electrostatic lenses. A detector for secondary electrons provides the
sample imaging. b) Image of the atomic trimer at the tip of the needle. The yellow
scale bar corresponds to 0.25 nm.

will have 4 main effects: (1) the generation of secondary electrons, (2)
the sputtering of atoms from the sample surface, (3) the implantation of
He+ ions and (4) amorphization of the irradiated sample. Compared to
heavy ions FIB’s, the He-FIB will have a significantly reduced sputtering
rate (∼ 50 times lower) and sputtering radius (about 2 nm). This enables
high-resolution, low-damage writing of nanostructures. Furthermore, the
implantation of He+ ions occurs at a much larger depth, away from the
sample’s surface (about 500 nm for 30 keV), as the light He+ ions have
a much lower stopping range than the heavier Ga+ ions (see Fig. 2.16).
The properties of the He-FIB set it as an ideal tool for the non-invasive
nanopatterning of air-sensitive heterostructures. The combination of low
sputter rate, high-depth beam-sample interaction and implantation at large
depths (see Fig. 2.16b-c) will allow us to irradiate the BSCCO-2212 flake
without milling the encapsulating hBN layer. Importantly, the implanted
ions will lie deep in the silicon chip. Furthermore, the high resolution enables
the direct writing of patterns in the nanometer range. In 2015, Cybart et
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Figure 2.16: a) Simulation for the trajectories of incident Ga+ ions onto a
graphene layer on a Si/SiO2 substrate. b) Simulation for the trajectories of incident
He+ ions onto a graphene layer on a Si/SiO2 substrate. Compared to (a), the lateral
size of the irradiated region is much smaller in the first few nanometers (where the
active layer lies). Furthermore, the ions are implanted tens of nanometers deep
into the chip, away from the graphene layer. c) Simulation for the trajectories of
incident Ga+ ions onto a suspended graphene layer. The back-scattering of ions
from the substrate is strongly reduced, and the irradiation profile is extremely
sharp in the active layer. For all panels, the ions are accelerated using 30 kV.
Figure adapted from Ref. [155]

al demonstrated the local suppression of superconductivity in YBCO thin
films using the He-FIB[156, 157]. The beam-sample interaction of the He+

ion beam led to local amorphization of the YBCO crystal structure and
allowed the direct writing of non-superconducting regions[158]. Using this
technique, they demonstrated various HTS nanodevices directly written onto
thin films[156–166]. Although the beam-sample interaction is not perfectly
understood, the high-energy He+ ions are believed to scatter off oxygen
atoms, kicking them out of the unit cell and changing the local doping level.
Since then, multiple groups have used this technique to pattern cuprates,
including through an encapsulating layer[167, 168].

Process workflow

We aim to directly nano-pattern the hBN/BSCCO-2212 heterostructures
by locally modifying the oxygen doping in the BSCCO-2212 layer without
breaking the hBN encapsulation. One important note is that we cannot
perform standard imaging of the sample. As in e-beam lithography, imaging
the sample will expose it to the beam and affect its properties (here there’s
no resist, but BSCCO-2212 would be irradiated). Furthermore, as the He+

are charged, the sample must be grounded to avoid charge accumulation
and/or a discharge that would destroy the sample. This will also have
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implications on the imaging and dose testing of the samples.
We describe here the exact process flow we employ:

1. Remove the sample from the vacuum container, mount it on an SEM
stub and glue it using silver paste.

2. Connect the bonding pads and the stub using wire bonds to ensure
the sample is grounded.

3. Load the SEM stub into the He-FIB through its loadlock.

4. Pump down the chamber and turn on the He+ source (keep it blocked).

5. Move the beam to one of the edges of the chip, do a quick focus
calibration.

6. Reduce the field of view and move towards the center of the chip.

7. Identify the big features on the chip (alignment marks or bonding
pads).

8. Rotate the sample accordingly, to align the horizontal and vertical
features of the electrode design at the XY directions of the software.

9. Carefully navigate, with a reduced field of view, to the alignment marks
close to the inter-digitated contacts. Large scans should be done with
the beam blocked.

10. Align with all the 4 marks.

11. Introduce the coordinates for the alignment marks in the patterning
software. Check the optical image of the device to confirm the relative
position of the BSCCO-2212 flake.

12. Navigate to one of the alignment marks, adjust focal distance and
optical aberrations.

13. Navigate to a BSCCO-2212 area away from the center of the electrodes
with the beam blocked.

14. Open the beam and perform dose testing (detailed in the next para-
graph).

15. Once the right dose is chosen, load the design of the pattern and align
it in the software relative to the alignment marks.

16. Navigate to the center of the active area (beam blocked) and start the
patterning process.
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17. Once finished, start unloading the sample. Take out from the vacuum
chamber.

18. Remove the wire bonds and the silver paste from the SEM stub.

19. Glue the chip to a conventional 28-pin chip carrier using silver paste.
Store in vacuum container.

20. With a long-working distance optical microscope, check that the pat-
terning was successful.

Dose testing protocol

Dose testing is crucial to select the optimal dose for the patterning
process. The optimal dose is the minimum dose needed to turn the irradiated
BSCCO-2212 area insulating. Higher doses will increase the lateral size of
the patterned features and increase the risk of damaging the encapsulating
layer. We describe here a dose testing protocol, developed by my colleague
Paul B. Seifert, to find the optimal dose in situ for the target BSCCO-2212
flake. Such in situ dose tests are very powerful, as they remove the variables
of BSCCO-2212 thickness, hBN thickness or overall changes in the He-FIB
system from day to day.

At the dose test stage of the process workflow (steps 13 and 14 above),
one should navigate the tool to a BSCCO-2212 area away from the designed
patterns. Importantly, the target area should have the same cross-section
as the area where we will pattern. Therefore, it must be a region where
the hBN-covered BSCCO-2212 does not lie on top of the metallic contacts.
Both laters must also have the same thickness as in the area we will pattern.
The dose test will occupy a small area, so this region does not need to be
very large.

The dose testing procedure is based on the charging of the sample under
ion irradiation. When the sample remains conductive, the added charge from
the impinging ions will be compensated, as the flake is grounded through the
SEM stub. Then, the hBN/BSCCO-2212 region will appear bright under
the imaging system (which captures secondary electrons from the surface).
However, if the sample becomes electrically isolated from the ground, the
charging cannot be compensated and it will eventually charge positively.
Then, no secondary electrons will be generated in this region, yielding a dark
contrast in the imaging system. Our goal will be to write a closed pattern
with a given dose. If the lines closing that pattern become insulating, the
enclosed area (which has not been irradiated) will become disconnected and
appear dark (see Figure 2.17). Generally, we fix both the ion energy (at 30
keV) and the emission current (between 2-5 pA) and calibrate the ion dose
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Figure 2.17: a) Schematic representation of the dose test process. b) Secondary
electron image from the testing triangle for a low dose, the interior remains grounded.
c) Secondary electron image for another triangle at higher dose, still not enough to
isolate the central part. d) Secondary electron image of a triangle for an optimal
dose, where the central area shows dark contrast, signaling it has been electrically
isolated from the surroundings.

through the number of repetitions of the beam exposure. We proceed to
write the dose test structure, which is a simple triangle shape. The width
and shape of the lines forming the triangle should be representative of the
pattern we aim to write later on. We write 3 identical triangles of increasing
ion dose and then image them. Imaging should be done in a single snapshot,
not continuously, so as to minimize the sample exposure. Figure 2.17 depicts
such a dose test procedure for typical doses, between 10 and 100 pC/µm−2.
Once we identify the lowest dose for which the center region becomes dark,
we can continue with the patterning process. Keep in mind that at low
temperatures, one expects the irradiated lines to become more insulating.

Nanopattern designs

The He-FIB patterning software allows the user to write any pattern
based on polygons and/or round shapes. We aim to define constrictions
in which the supercurrent flow will be confined. These constrictions will
have widths between 50 and 300 nm, while their length varies between two
different designs: a rounded nanochannel and a meandering nanowire.

The rounded nanochannel (see Figs. 2.18a 2.19a) features long, straight
segments which act as barriers for the supercurrent, and small ellipses
separated by nanometric distances which define the device’s active area.
Thus, the nanochannels have short lengths (approximately 1-3 microns) and
very narrow widths. Importantly, the rounded shape of the channel helps
avoid current crowding effects that would limit the critical current of the
device.

In Figure 2.19b-c we show an AFM image of one He-FIB patterned
nanochannel, as well as a linecut of the sample’s topography. The He-FIB
patterning induces minor changes in the sample topography. The regions
thaat have been irradiated appear as ’dips’ in the surface with depths of
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Figure 2.18: a) Optical image of He-FIB patterned nanochannels in a BSCCO-
2212/hBN heterostructure. One of them is highlighted by the dashed yellow box.
Also visible on the left side are the dose-testing triangles. b) Optical image of
HE-FIB patterned meandering nanowire (highlighted by the dashed yellow box)
and nanochannels in the same heterostructure. For both (a) and (b), the width of
the gap where the patterns are written is 5 µm.

∼ 4-5 nm. Crucially, the thickness of the encapsulating hBN layer is much
larger, around 20 nm. Therefore, we conclude that this patterning method
can simultaneously modify the properties of the underlying BSCCO-2212
layer and preserve the encapsulating hBN layer.

The meandering nanowire, widely utilized in commercial nanowire pho-
todetectors, is based on a narrow, straight segment that meanders in a
maze-like shape. It offers the advantage of larger active area compared to
the nanochannels, but is much more prone to defects that will block the
supercurrent flow along the meander. The total length of the nanowire is
much larger (up to hundreds of microns) and its width is sub-micron scale,
as one needs to pack multiple of these nanowires between the electrodes.

Figure 2.19: a) SEM image of a 250 nm wide BSCCO-2212 nanochannel. b) To-
pographic map of the nanochannel pictured in (a). The white scale bar corresponds
to 2 µm. c) Height profile along the dashed line in (b). The irradiated areas show
a decrease in height of ∼ 4-5 nm, much smaller than the hBN thickness (∼ 20 nm)

In our experience, we find the nanochannels to be much more reliable
and convenient. The meanders exhibit more current crowding effects and
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are more sensitive to defects. Their main advantage, a larger device area,
is not a crucial aspect of these proof-of-concept devices. In addition, the
hugely increased normal state resistance of the long nanowire can hinder the
operation of such a device.

Challenges in He-FIB nanopatterning

All in all, the He-FIB tool acted as a double edged sword in our projects.
On the one hand, it’s a remarkably powerful tool for a variety of applications
and it’s perfectly suited for the nanopatterning of encapsulated BSCCO-2212
devices. For 2D cuprate devices, the next best options after the He-FIB
(which some groups have explored) are markedly worse than this technology.
Perhaps this project could not have been possible without having access to
the He-FIB tool, of which only a few exist in the world.

On the other hand, as the He-FIB is a young technology it also suffers
from its novelty. Often, the system can be non-operative due to some un-
known error which requires a technician’s visit. This is not particularly
uncommon, but the novelty of the technology also implies that the manufac-
turing company (and its technicians) are not nearly as experienced with the
He-FIB as they are with, for example, a standard SEM. Thus, during my
PhD work, this system was down for more than a year with no real timeline
or prospects of fixing it. In this case, the use of a cutting-edge technique did
cut both ways.

2.3 Transport measurements

The focus of the experiments described in this doctoral work resides in
the optoelectronic measurements of different vdW heterostructures based on
correlated 2D materials. It does not lie in the low-temperature transport
study of their electric or magnetoelectric properties. However, all samples
were characterized in transport, as their transport properties will inform the
optoelectronic studies (about the underlying electronic ground state we want
to optically probe, or about how to optimally bias a superconducting sensor).
I will outline here the different setups used to characterize the devices
in transport and describe the central technique behind these transport
measurements.

Measurement setups

These are the different setups used to perform transport experiments:

• Room-temperature, ambient-pressure probe station located inside the
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inert atmosphere setup, used to pre-characterize the electrical contact
to the BSCCO-2212 heterostructures.

• Room-temperature, vacuum probe station used to pre-characterize the
MATBG Hall bar samples.

• Variable temperature insert cryostat (ICEOxford) with a base temper-
ature of 1.55 K and an 8 Tesla magnet. Samples can be mounted in
the insert probe oriented perpendicularly or parallely to the magnetic
field. Cooling power is attained through a circulating flow of He4. To
cool below 4 K, He4 is pumped to reduce its vapor pressure, which
allows further cooling down to 1.55 K.

• Dilution refrigerator (BlueFors) with base temperature of 35 mK and
an 8 Tesla magnet. 2 samples can be mounted simultaneously perpen-
dicular to the magnetic field. In addition, one can use an alternative
mount, compatible with fiber optics for low-temperature optoelectronic
measurements. However, there are no scanning capabilities for the
optical mount. Down to ∼ 1 K, the cooldown procedure relies on the
pumping of He4. Below 1 K, further cooldown is achieved through a
mixture of two helium isotopes: He4 (of bosonic character) and He3 (of
fermionic character). This mixture will be separated into two phases,
differentiated by the density of He3. The two phases will be separated
by a phase boundary, which can be leveraged to achieve higher cooling
power and reach T ∼ 35 mK.

• Optical cryostat (Attodry 800) with free space optical access and base
temperature of 6 K. In the sample space, a 3-axis piezoelectric stage
enables spatial scanning of the sample. The system is anchored to
an optical table. It features connections for 20 DC lines and 4 RF
lines. Cooling power is attained thanks to a circulating flow of He4

that reaches a so-called ’cold finger’ in which the sample is mounted.
This system will be described further in the next section.

For the MATBG pn-junctions, we generally pre-characterize them in
the vacuum probe station and study their transport properties in both the
ICEOxford and BlueFors systems. For the BSCCO-2212 superconducting
devices, we pre-characterize them in the inert-atmosphere probe station and
then use the Attodry system to measure their transport properties.

The basic toolkit for the transport measurements in these projects com-
prises DC transport and the low-frequency AC lock-in technique. DC
biasing is used to gate the devices and/or pass large currents; while the
low-frequency AC signals allow us to efficiently isolate the desired signal
from a noisy environment, as we will describe next.
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Low-frequency AC lock-in technique

This technique is based on the concept of homodyne detection. The
main tool that enables these measurements is called the lock-in amplifier.
An excitation signal of amplitude R and phase ϕ is generated at a given
(low) frequency f0 and fed to the sample. We are interested in the sample’s
response to this particular excitation, even if other biases or inputs (at
different frequencies) are being applied at the same time. These include
both extrinsic effects (environmental noise) and intrinsic, physical effects
(which are not caused by our excitation). Then, the response from the
sample is collected and demodulated with the reference local oscillator (at
f0) that was used to generate the excitation. The lock-in amplifier will
demodulate the signal at its input (with all the frequencies present in the
response) by frequency downconversion. Essentially, it will electronically mix
the reference and input signal (let’s say it contains two frequencies f0 and
f1) and downconvert to the new, demodulated frequencies f ′

0 = f0 − f0 and
f ′

1 = f1 − f0. It will then integrate all the demodulated signals over a time
window much longer than 1/f0. The first frequency component, which we
are interested in, is now downconverted to a DC signal, while the ’spurious’
component remains at a finite frequency f ′

1. Then, a low pass filter is applied
to the demodulated signals and the response at DC is retrieved. In this
way, one can isolate the response of the sample to the applied excitation,
increasing the signal-to-noise ratio in the experiment. The signal obtained
through this method is described in terms of its amplitude R, phase ϕ and
quadratures (in-phase and out-of-phase components) X and Y , which are
related according to:

R =
√
X2 + Y 2

ϕ = arctan (Y
X

)
(2.1)

In these transport measurements, the excitation frequency is set by the
lock-in amplifier and usually lies in the range between 15 Hz and 30 Hz.
However, in the optoelectronic measurements, this same technique can be
applied to isolate the optical response of the device to the laser excitation.
There, we use an optical chopper to modulate the laser beam and use its
reference frequency to electronically read out the device response using the
lock-in amplifier. Both demodulation strategies can be done simultaneously
(in separate lock-in amplifiers). The modulation of the laser beam is generally
performed at higher frequencies (100-300 Hz). The optical chopper and
further demodulation strategies in the optoelectronic measurements are
described in the next section.
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2.4 Optoelectronic techniques

In this section, I will describe the optical setup and measurement tech-
niques employed in the optoelectronic studies comprised in this thesis. The
main goal of the free space optical setup is the excitation and imaging
(through the collection of reflected light) of the samples. The optical setup
is schematically represented in Fig. 2.20. We choose to work at telecom
wavelength (λ = 1550 nm) because of its technological relevance. In addition
to the near-infrared optics, we utilize white light imaging for coarse imaging
and positioning of the samples. We will describe the different parts of the
optical setup in a self-contained manner, stating their purpose and optical
elements.

Figure 2.20: General schematic of the optoelectronic setup for telecom wavelength
used in this thesis. Each part of the optical path is detailed in the following
subsections. All symbols are specified in the legend.

2.4.1 Description of the optical setup

Generation and modulation of near-infrared light

In our optoelectronic experiments, we mostly employ two different
continuous-wave (CW) near-infrared laser sources. Namely, a fibre-coupled
diode laser (Thorlabs SFL1550P, λ = 1550 nm) with 40 mW maximum
output power and a fibre-coupled, tunable laser source (Thorlabs TLX1, λ
= 1528 - 1566 nm) with 100 mW maximum output power. The tunable
laser source features an internal variable output attenuator to maintain
constant output power. The non-tunable laser source will be used for most
scanning photovoltage studies, while the tunable laser is mostly used for the
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photomixing measurements. Other laser sources, such as a pulsed 1550 nm
laser or a CW 640 nm laser were use only occasionally.

We describe the optical setup based on scanning photovoltage mea-
surements. The non-tunable, CW laser source is fibre-coupled into a pro-
grammable optical attenuator (JGR OA1) and is then out-coupled to free
space using a fiber mount with a collimation package. A half-wave plate
(Thorlabs WPMH05M) is placed right after to set the polarization axis of
the laser beam parallel to the optical table. The collimated laser spot at this
stage is approximately 2 mm in diameter. Then, the laser beam is modulated
through a dual-slot (5:7) optical chopper (Thorlabs MC2F57B). The laser
beam is modulated through the inner slot of the optical chopper. The outer
slot will be used for the modulation of the laser beam from the tunable source.
The beam then goes through a 50:50 broadband beam splitter (Thorlabs

Figure 2.21: a) Modulation stage of the optical path. The laser is coupled to
free space through a fiber collimator (FC) and a linear polarizer (LP) and is then
modulated in the inner slot of the chopper wheel. Then, the laser beam passes
through two different beam splitters, a non-polarizing beam splitter (NPBS) and
a polarizing beam splitter (PBS). Afterwards, the beam propagates towards the
scanning galvo mirrors.

BSW12) and then a polarizing beam splitter (Thorlabs CCM5-PBS204).
These elements are not crucial for the single-laser photovoltage scanning
measurements but are central to the laser mixing we will describe in a later
section. We select the output corresponding to the in-plane polarization
and direct it towards the 2D galvanic mirror scanning system. The other
outputs for both the beam splitters are blocked using threaded SM1 caps.
The optics for modulation are pictured in Fig. 2.21.
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Scanning the laser beam

Accurate scanning photovoltage (or photocurrent) measurements on
mesoscale and nanoscale samples rely on the use of a reliable, precise and
repeatable scanning system. Often, the system of choice is the 2D galvanome-
ter, based on 2 electronically-drive mirrors in the X and Y planes which
deflect the input laser beam to scan the laser spot at the sample plane.
However, along a long optical path a small change in the deflection angle
from the 2 mirrors will result in very drastic displacement of the laser spot in
the sample plane. Therefore, the 2D galvanometer scanning system requires
the use of a proper microscopy system. Figure 2.22 depicts the optical path
of the scanning microscope system. We use two plano-convex lenses with

Figure 2.22: Sketch of the optical path for scanning objective microscopy. Through
the appropriate choice of the ’scan’ and ’tube’ lenses and the objective, small
displacements of the galvo mirrors can be translated into small displacements in the
focus plane of the objective. Here, fs, ft and fobj correspond to the focal lengths
of the scan lens, tube lens and objective, respectively.

long focal distances to construct the ’scan’ and ’tube’ lens system. The ’scan’
lens has focal length fs = 150 mm and the ’tube’ lens has focal length ft =
750 mm. The scanning microscope includes also the objective used to focus
onto the sample, with a focal distance of fobj = 5 mm.

The ’scan’ lens is placed at the output of the galvanic mirrors, with its
planar face facing the mirrors. As the laser input is collimated at the planar
face, the laser beam will be maximally focused by this lens at a distance
fs. The beam will start diverging for distances larger than fs. The ’tube’
lens is also aligned with the output of the scanning mirrors, at a distance
fs + ft = 900 mm from the first lens. The convex face of the ’tube’ lens faces
the ’scan’ lens and the scanning mirrors. Thus, the diverging laser beam
will be collected by the ’tube’ lens and be collimated at its output. Now,
the laser beam has been expanded and has an approximate diameter of 5.5
mm. Lastly, the distance between the ’tube’ lens and the sample must be
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approximately fs + fobj ∼ 755 mm to complete the scanning microscope.
This configuration enables us to finely scan the sample surface through

small angular deflections of the scanning mirrors. Furthermore, we have
expanded the laser spot so as to fill the aperture of the objective and
maximize the coupling (in and out) efficiency. A wheel with different neutral
density filters is also placed between the ’scan’ and ’tube’ lenses.

Coupling into the sample space

After the scanning optics, the laser beam is coupled into the sample
space. Crucially, the input aperture of the cryostat’s shroud is placed on the
top. Therefore, we must direct the beam upwards, out of the plane of the
optical table. The large focal length of the ’tube’ lens gives us some distance
to maneuver and manipulate the laser path.

Figure 2.23a depicts the optics used to couple the laser beam into the
cryostat’s objective. After the ’tube’ lens, two consecutive silver mirrors
re-direct the beam towards the sample space. The beam is transmitted
through a non-polarizing pellicle 92:8 beam splitter (BP208). As it features
a single surface, the pellicle beam splitter will minimize ghosting effects in
the optics. Then, we use two 45◦ kinematic cage mounts (Thorlabs KCB1)
placed on a vertical pole to deflect the beam upwards and then horizontally
again at the target height (∼ 20 cm). Laser alignment is critical in this
part of the optical path, as taking the laser beam in the vertical direction
makes the alignment procedure harder and more dangerous. At this point,
the laser beam is parallel to the optical table, albeit at a larger height,
and reaches a 45◦ on a silver mirror placed on a Gimbal mount (Thorlabs
KC45D) just above the cryostat’s optical aperture. A motorized rotation
mount (Thorlabs K10CR1) is used in conjunction with a quarter-wave plate
to control the beam’s polarization. The optical aperture of the cryostat
features a ZnSe window that blocks most of the visible spectrum. Lastly, a
long working-distance, apochromatic 50x objective (Olympus LCPLN50XIR)
with numerical aperture NA = 0.64 is mounted inside the shroud of the
cryostat (see Fig. 2.23b) and focuses the incident collimated light onto a
laser spot of ∼ 2 µm. Its focal distance is ∼ 5 mm. We use a standard
Ge power meter (Thorlabs S122C) placed right before the Gimbal mount
mirrors to measure the input optical power.

Collection of reflected near-infrared light

Collecting the near-infrared light reflected from the sample’s surface is
vital for the correct alignment and focusing of the micron-sized laser spot
along the millimeter-scale chip. The reflected light from the surfaces at the

65



2. Experimental Methods

Figure 2.23: a) Optical path for the incident laser beam into the sample space.
First optical element in the path is the tube lens (ft). Afterwards, the bea is
re-directed using two mirrors, then passes through a pellicle beam splitter (PLBS)
and reaches the vertically-aligned 45◦ mirrors. Lastly, the beam is to the objective’s
aperture and to the sample space using a final 45◦ mirror. b) Image of the objective
mounted on the inside of the cryostat’s shroud.

focal plane will be out-coupled from the cryostat along the same ’input’
optical path, reaching the cage-mounted mirrors and being translated back
to the plane of the optical table. Then, the reflected light will be reflected on
the pellicle beam splitter (the input beam is being transmitted through it)
and re-directed. The reflected beam is transmitted (without any deflection)
through a dichroic mirror (Thorlabs DMLP100) and then is focused onto a
Ge photodiode (Thorlabs SM05PD6) using a convex lens of focal length f =
50 mm. The photodiode has small active area, so we place it on a kinematic
mount and optimize its position. Figure 2.24 depicts the optical path for
the reflected near-infrared light, as well as a device image captured by the
Ge photodiode.

White light imaging

In addition to the described optical setup for excitation and imaging
using near-infrared light, we use a white light source to image the samples.
This allows us to pre-align and pre-focus the active area of the chip in a
simple and fast way, using a standard CMOS camera. The white light optics
follow the same general principes as for near-infrared light, where the pellicle
beam splitter enables the coupling of white light in and out of the sample
space.

Figure 2.25a shows the excitation and reflection optical paths for white
light imaging. The output from a white light fibre-coupled source (Thorlabs
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Figure 2.24: a) Optical path for the reflected near-infrared light. After reflecting
off the pellicle beam splitter (PLBS), the beam is transmitted through a dichroic
mirror (DC) and focused using a lens fdiode = 50 mm onto the Ge photodiode . b)
Reflectivity map of a Hall bar device, captured by scanning the laser beam across
the sample and collecting the photodiode intensity. Inset shows an optical image
of the same device. The scale bar represents 5 µm.

OSL2) is collimated (inside a tube mount) and then diffused using a piece of
translucent scotch tape. The white light beam is then re-directed using the
dichroic mirror (which reflects light at optical wavelengths) into the pellicle
beam splitter and into the sample space. The reflected light is out-coupled
from the sample space, transmitted through the pellicle beam splitter and
routed towards a CMOS camera (Thorlabs DCC1645C). The reflected white
light hits one of the mirrors used for the in-coupling of the near-infrared light
and then an additional mirror which is mounted on a 90º flip mount. Thus,
white light imaging requires the flipping of this mirror, which intercepts the
optical path for near-infrared excitation. Therefore, it its not possible (also
not generally desirable) to perform the scanning photovoltage experiment
and the white light imaging simultaneously.

On an additional note, the white light beam is only approximately
collimated. Then, in order to form an image of the sample space in our
camera, we have to mount a convex lens so that the optical system (lens +
camera) is focused at infinity. Placed inside a tube mount, in order to block
stray light, we tune the distance between lens and camera to focus an image
from ’collimated’ light rays. To do this, one should use the optical system
to image a distant object. We used the cross at the top of a nearby church
to find the infinity-focused distance between lens and camera, obtaining the
image shown in the inset of Fig. 2.25b.
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Figure 2.25: a) Optical path for white light input (white line) and imaging
(yellow). The white light from the lamp is reflected off the dichroic mirror (DC) and
is then coupled in through the pellicle beam splitter (PLBS). On the reflectivity or
imaging path, an additional mirror on a 90º flip mount couples the light into the
CMOS camera. b) Photograph of nearby church, approximately 200 meters away.
Inset shows the infinity-focused image of the church’s cross.

2.4.2 Scanning photovoltage measurements

Here we shortly describe the workflow for the scanning photovoltage
measurements.

1. Open the cryostat shroud and load the chip carrier or printed circuit
board onto the sample space. The piezo stack should not be extended
during the loading process to avoid mechanical stress. All electrical
connections must be grounded.

2. After loading, close the cryostat shroud and start the cooling down
procedure.

3. Turn on the white light source, flip the 90º mount up and start the
camera software.

4. Using the white light image, pre-align and pre-focus the chip using the
XYZ piezoelectrics on which the sample is mounted. This position will
change at cryogenic temperatures, but the pre-alignment will help us
find the sample once the system is cold.

5. Once the system reaches base temperature, repeat the alignment and
focus the white light image. Afterwards, turn off the fiber illuminator
and flip down the 90º mirror mount.
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6. Turn on the near-infrared laser and wait for the output power to
stabilize (10-30 mins). At this stage, we want to use a high laser power
(few mW) and zero or low attenuation. Turn on the optical chopper
and reference the lock-in amplifiers to the rotation speed of the inner
slot.

7. Read out the Ge photodiode signal from the reflected laser light and
perform a coarse reflectivity map using the scanning mirrors. The
signal is read out using the lock-in amplifier at the reference frequency
of the inner slot of the optical chopper.

8. Identify the key areas of the active area and center it using the XY
sample piezos.

9. Improve the focus using knife-edge measurements. Identify a straight ,
easy-to-resolve feature in the sample and scan the laser perpendicular
to the straight edge. Repeat this process while adjusting the Z position
of the sample until obtaining the optimal resolution of said feature.

10. Repeat a coarse map and a finer map of the region of interest.

11. Perform the scanning photovoltage measurement by appropriately
biasing the optoelectronic device.

2.4.3 Optics for CW photomixing measurements

In addition to the scanning photovoltage measurements, we also use
this optical setup to study time-resolved dynamics of the response of the
devices. Instead of using pump-probe techniques with very short laser pulses,
we perform photomixing between two CW lasers with slight wavelength
detuning[169]. Such laser mixing will create an optical beating, analogous
to those used in for example in radiofrequency IQ mixers. The envelope
frequency of the optical beating will effectively modulate the laser field at very
high frequency (few THz), which can be controlled by tuning the wavelength
difference between the CW lasers. The laser mixing is implemented at
the first stage for laser coupling and modulation. Figure 2.26 shows the
modified optical setup for photomixing experiments. A second optical fibre
is free space-coupled using a collimation package and passes through an
acousto-optic modulator. This modulator can be used to control the power
of the beam, as well as generating higher harmonic of the signal. After the
modulator, a polarizer sets the beam’s polarization to be parallel to that of
the other beam (in the XY plane). Then, the laser beam from the tunable
source passes through the outer slot of the optical chopper and incides on
the the broadband beam splitter.
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Figure 2.26: Optical path for laser mixing. The second laser (blue line) is coupled-
in using a fiber collimator (FC), passes through an acousto-optic modulator (OAM)
that can be used to control the beam’s intensity, and then through a linear polarizer
(LP). Lastly, the laser beam is mixed with the first one (yellow) at the non-polarizing
beam splitter (NPBS) and the photomixed signal is then polarized by the polarizing
beam splitter (PBS). After the scanning galvo mirrors, the mixed laser signal (red)
and the two individual laser beams will follow the optical path described above.

Here, the two laser beams are mixed, as the original laser beam at λ =
1550 nm is being transmitted through the beam splitter and the beam at λ =
1550 nm ± ∆λ is being reflected off it. After the beam splitter, the two laser
excitations will follow the same optical path and produce the aforementioned
optical beating. It’s important to maximize the overlap between the two
laser spots in the broadband beam splitter, to optimize the photomixing
process. From this point on, the optical path and measurement procedure
will be identical as described above.

After laser mixing, an optical beating is created, whose envelope frequency
is given by the heterodyne difference frequency Ω = 2πc(λ−1

1 − λ−1
2 ) will

produce a new component in the device response. Studying the response to
the excitation at frequency Ω as a function of the envelope frequency will
enable us to gain information on the dynamics of the photoresponse[169].
This response can be isolated by demodulating the device response at the
difference frequency between the inner and outer slots of the optical chopper.
In the next chapter, we will describe further how one can access the time-
dynamics of the device response using the CW photomixing technique.
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Chapter 3

Heavy fermion physics in the
thermoelectric transport of
MATBG

In this chapter, we present an experimental investigation of thermo-
electricity in the flat bands of MATBG and illustrate how the observed
anomalous response sheds light in the multi-orbital nature of the flat bands.
First, we introduce the Seebeck effect, which governs the thermoelectric
response in our experiment. We illustrate how thermoelectric transport con-
stitutes a sensitive probe into the electronic structure of condensed matter
systems. We then highlight the emergence of particle-hole asymmetry in
the MATBG flat bands and introduce the topological heavy fermion (THF)
mapping of the system. Next, we present the experiment, based on the
measurement of the photo-thermoelectric (PTE) effect on a gate-defined
MATBG pn-junction, where we observe an anomalous thermoelectric re-
sponse at integer fillings in two different temperature regimes. Lastly, we
discuss the theoretical understanding of our observations in the framework
of the THF model.

3.1 Seebeck effect

The Seebeck effect describes the electric field generated in a material
subjected to a thermal gradient, arising from the diffusion of charge car-
riers at the Fermi level from the hot side to the cold side[170, 171](Fig.
3.1). This thermoelectric effect is parametrized by the Seebeck coefficient S,
which generally depends on the charge and dispersion of the majority carriers.
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Figure 3.1: Schematic of the Seebeck effect. An electric field develops due to the
thermal diffusion of charge carriers from the hot to the cold side of the device.

The thermoelectric voltage appearing between the hot and cold sides of
the sample is given by:

V = S∆T (3.1)
, where ∆T is the temperature difference between the hot and cold ends.
This expression is valid in the ‘linear’ regime, where ∆T << T . In our
experiment, the sample temperature is T = 10 K and the temperature
difference is in the range of ∆T ≤ 1 K. Thus, we restrict the discussion and
the presented results to the linear heating regime.

The Seebeck coefficient depends on the electronic spectrum of the material
via its general conductivity function σ(µ,E), according to the Mott relations:

σ(µ) =
∫ ∞

∞
dE (∂nF (E)

∂E
) σ(µ,E) ≈ σ(µ, 0) (3.2)

σ(µ)S(µ) =
∫ ∞

∞
dE (∂nF (E)

∂E
) E σ(µ,E) ≈ −π2T

3e
∂σ(µ,E)
∂E

∣∣∣∣∣
E=0

(3.3)

,where σ(µ) and S(µ) are the electrical conductivity and Seebeck coefficient
at chemical potential µ, e is the electron charge, nF is the Fermi-Dirac
distribution and σ(µ,E) is the general conductivity function. The last ap-
proximation corresponds to the Sommerfeld expansion for low temperatures.

The Mott relations establish a complex relation between the Seebeck
coefficient S and the general conductivity function σ(µ,E). Therefore, S
encodes information about the dispersion of the low-energy charge carriers,
as well as the microscopic processes involved in charge transport[172, 173].
At the zeroth order, the sign of S reveals whether electrons or holes dominate
transport, via the energy derivative of the Fermi-Dirac distribution (∂nF (E)

∂E ).
We note that the general conductivity function σ(µ,E) (often not acces-

sible in experiments) will generally depend on the density of states (DoS),
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the group velocity of the carriers vg and their transport lifetime τ (inverse of
scattering rate). For a general quadratic band, DoS and vg are connected by
the band’s effective mass m∗ or bandwidth κ. As we will show, the intricate
relation between S and σ(µ,E) can be leveraged to investigate the electronic
structure of correlated systems through their thermoelectric transport. It
is particularly relevant to study the Seebeck coefficient in semimetals, in
systems where multiple bands contribute to transport or near singular points
of the Fermi surface.

Given the complexity of the general Mott relations, the Seebeck coeffi-
cient is often modeled in its uncorrelated, semiclassical limit. The Seebeck
coefficient for a degenerate Fermi gas in the semiclassical limit (no correla-
tions, slowly varying DoS, etc...) is given by the so-called semiclassical Mott
formula[174]:

S = −π2k2
bT

3|e|
1
G

dG

dVg

dVg

dE

∣∣∣∣∣
E=EF

(3.4)

, where G is the sample conductance and Vg is the applied gate voltage.
Note that the use of conductance instead of conductivity only leads to a
prefactor dependent on the sample’s geometry.

This simple formula, which depends on the (experimentally accessible)
conductance G and the DoS, works well for a multitude of systems and
conditions. For instance, it can adequately describe the Seebeck coefficient of
monolayer graphene[175, 176] (see Figure 3.2a), where S changes sign across
charge-neutrality, reflecting the ambipolar transport along the Dirac cones.
Furthermore, S vanishes at the Dirac point, where the DoS is zero and the
sample’s resistance peaks (inset of Figure 3.2a). From the semiclassical Mott
formula, one can associate extrema of resistance with zero Seebeck coefficient
as S ∝ dG

dVg
.

In addition to the Seebeck effect, one may also study transversal thermo-
electric transport in the presence of an out-of-plane magnetic field, described
by the Nernst effect[177]. Figure 3.2b depicts the (photo-)Nersnt effect in
monolayer graphene, where a transverse charge current is generated due to
the longitudinal thermal gradient and the aforementioned magnetic field.
Photocurrents with opposite signs develop in the transverse direction due to
an opposite Lorentz force for thermally diffusing electrons and holes[177, 178].

3.1.1 Seebeck coefficient as a probe of the electronic spectrum

As the Seebeck coefficient maps the general conductivity function σ(µ,E),
it can serve as an indicator for deviations from single-particle electronic
transport, Indeed, thermoelectric transport in strongly-correlated systems of-
ten reveals violations of the semiclassical Mott formula[172]. Unconventional
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Figure 3.2: a) Seebeck coefficient of graphene near its Dirac point. The sign
change of the Seebeck coefficient reflects the change in the majority carriers from
holes to electrons. b) Photo-Nernst effect in graphene. Under an applied magnetic
field, an electric field transverse to the thermal gradient develops. Reversing the
magnetic field changes the polarity of the electric field. Panel (a) adapted from
Ref. [175]. Panel (b) adapted from Ref. [178].

thermoelectricity has been associated to interaction-driven phase transitions
and modifications to the Fermi surface[179–184], as well as electron-hole
asymmetry of transport coefficients and scattering mechanisms in strongly-
correlated materials[185–194].

Figure 3.3 depicts some examples of thermoelectric transport beyond the
semiclassical picture across various condensed matter systems. In the left
panel, an enhancement of the Seebeck coefficient in graphene (compared to
the semiclassical Mott formula) appears between T = 100-300 K due to an
anomaly in the carrier scattering mechanisms. Here, the onset of inelastic
carrier scattering and scattering with optical phonons leads to the violation of
the Mott formula[190]. In the central panel, the thermoelectricity of a GaAs
quantum dot device deviates from the semiclassical expectation due to spin
correlations. When the quantum dot hosts an unpaired spin, Kondo screening
from the electrons in the reservoir leads to highly asymmetric scattering
processes[193]. In the right panel, an anomalous peak of the thermopower
appears around T = 20 K in Ce-based heavy fermion compounds. This peak
arises from asymmetric particle-hole transport when the Kondo resonance
develops in the system[189].

In the following, we will investigate the thermoelectric transport of the
MATBG flat bands to unveil the particle-hole asymmetry of their low-energy
electronic structure. As we will show, the semiclassical Mott formula does
not accurately describe the Seebeck coefficient of the MATBG flat bands.
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Figure 3.3: a) Deviations from the Mott formula in the thermopower of monolayer
graphene. At high temperatures, inelastic carrier-carrier scattering and optical
phonon scattering become sizable and lead to this Mott violation. b) Deviation from
Mott formula in a GaAs quantum dot. When an unpaired electron resides in the
quantum dot, its local moment is screened by the reservoir carriers via the Kondo
effect. Then, an excess thermopower appears due to the emergent spin correlations.
c) Temperature-dependent thermopower in Ce1−xLaxCu2Si2 compounds. The
enhanced thermopower around T = 20 K originates from the marked particle-hole
asymmetry of Kondo scattering processes in this material. Panel (a), (b) and (c)
adapted from Ref. [190], Ref. [193] and Ref. [189], respectively.

3.2 Particle-hole asymmetry in the MATBG flat
bands

The interacting flat bands of MATBG host a plethora of many-body quan-
tum phases, including superconductors[4, 103, 104], correlated insulators[4,
103, 105], topological states[108–111], among others[100]. A great number
of transport studies have characterized this phenomenology of the MATBG
flat bands, yet the exact role of electron correlations in the formations of
these phases remains a central question.

An important aspect of the phenomenology of MATBG is the emergent
electron-hole asymmetry in its flat bands. As the flat bands are doped (and
electronic interactions kick in), a strong particle-hole asymmetry appears,
pervading the entire phase diagram. This is best exemplified by the quantum
oscillations emerging at integer fillings upon band reconstruction. Landau
fans only appear dispersing away from charge-neutrality (Fig. 3.4a), suggest-
ing strong e-h asymmetry of the phases that appear at the integer fillings[104].
This asymmetry is also observed in thermodynamic probes, such as measure-
ments of the inverse compressibility in the flat bands, which reveal sawtooth
filling dependence[195] (see Fig. 3.4a). From a non-zero integer filling ν = Z,
the compressibility of the systems is markedly different when adding one
electron or one hole to the correlated state at ν. This observation underscores
the distinct character of particle-like and hole-like charge ± 1 excitations
of the correlated ground states of MATBG. In addition to e-h asymmetry,
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Figure 3.4: a) Magneto-transport characteristics of the MATBG flat bands. Note
that the Landau fans (except those coming from the Dirac cone) only disperse away
from charge-neutrality, toward the band insulators. b) Inverse compressibility in the
MATBG flat bands. Around each integer filling, the inverse compressibility features
an asymmetric valley. The sawtooth pattern indicates that the compressibility of
the flat bands is particle-hole asymmetric around integer ν. Panel (a) adapted
from Ref. [104]. Panel (b) adapted from Ref. [195]

the MATBG flat bands also present an intriguing dichotomy between the
properties of itinerant and localized carriers. On the one hand, properties
such as metallicity[101, 106, 107], superconductivity[5, 103] or non-trivial
topology[110, 111](Fig. 3.5a) indicate the presence of itinerant carriers.
On the other hand, strong Mott-like physics including the appearance of
correlated insulators and ferromagnets at integer ν[4, 102, 103, 196, 197]
and the Pomeranchuk effect[198, 199](Fig. 3.5b), point to the presence
of local moments in the system. In addition, the tunneling spectrum on
the AA sites of the moiré superlattice revealed quantum-dot-like charging
effects[200, 201].

All in all, the strongly-correlated physics of the flat bands feature marked
asymmetries between electrons and holes, as well as signatures of fundamen-
tally different orbitals coexisting near the Fermi level. Therefore, the study
of thermoelectric transport driven by the Seebeck effect stands out as a
powerful tool to study the emergence of these asymmetries in the interacting
MATBG flat bands.

3.2.1 Topological Heavy Fermion model of MATBG

The dichotomy between localized and itinerant-like behaviour in MATBG
has motivated the development of multi-orbital, ’heavy fermion’ models.[202–
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Figure 3.5: a) Magneto-transport of Chern insulators in MATBG. The slope of
the linear-in-B dispersion reveals the Chern number of each state. b) Electronic
entropy in the MATBG flat bands under different parallel magnetic fields. The
decrease in entropy with increasing field suggests the polarization of magnetic local
moments. Panels (a) and (b) adapted from Refs. [110, 199], respectively.

206]. These models propose the coexistence of both de-localized, conduction
(light) electrons and dispersion-less, localized (heavy) fermions in the flat
bands (Fig. 3.6a). From this perspective, the apparent dichotomy in the flat
band phenomena can be readily addressed.

The heavy fermion models of MATBG take inspiration from the theoret-
ical framework developed in the study of heavy fermion compounds. As we
outlined in Chapter 1, these materials include heavy elements, such as ytter-
bium or cesium, and feature both localized electrons (coming from f-orbitals)
and itinerant electrons (coming from d-orbitals) at the Fermi level. The
interplay between the two electron subsystems gives rise to Kondo physics,
resulting in a rich, interaction-driven phase diagram. Emergent phenomena
include Mott-like physics, superconductivity, and overall non-Fermi liquid
behaviour.

In this work, we will focus on the THF mapping of MATBG developed
by Song and Bernevig in Ref.[202] and expanded with a focus on the ther-
moelectric effect in Refs. [207, 208] . We present here a brief introduction
into the key aspects of the model and its salient features. Overall, the
THF mapping of MATBG is derived from first-principles and offers a sim-
ple real-space description of the system, while preserving all the system’s
symmetries. The starting point for the THF model is the construction of
Wannier orbitals for the MATBG active bands, matching those observed
in local probe studies[200, 201]. Appropriate Wannier orbitals (respecting
the system’s symmetries) allowed the authors of Ref. [202] to account for a
large majority of the flat bands derived in the original BM model[65].

The non-trivial topology of the flat bands[108] manifests itself near
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Figure 3.6: a) Illustration of the superlattice in MATBG and the coexistence of
light (blue) and heavy electrons (red). b) Comparison between the dispersion from
the BM model and that obtained from the Wannier representation of the orbitals
at the AA sites (red dots). The agreement is good except near the zone center. c)
Dispersion relation in the non-interacting THF model, perfectly reproducing the
BM bands. From (b) to (c), the ’flat’ electrons populating the Wannier orbitals
hybridize with the dispersive electrons from the dispersive bands. Figure adapted
from Ref [202].

the Γ point, where the overlap between the Wannier orbitals and the flat
bands vanishes. To correctly reproduce the entirety of the MATBG active
bands, de-localized carriers from the dispersive bands are hybridized with the
localized electrons, giving rise to the missing states near Γ. Thus, the entire
non-interacting BM bands could be re-interpreted via the hybridization of
coexisting localized (f) and de-localized (c) electronic orbitals (Fig. 3.6b).

Crucially, electronic interactions between the different electronic species
can be explicitly computed within the THF model. The interacting Hamil-
tonian ĤI in the THF mapping of MATBG is given by:

ĤI = ĤU1 + ĤJ + ĤU2 + ĤV + ĤW (3.5)

, where ĤU1 represents the on-site interactions between f-electrons, ĤJ

represents the exchange coupling between c and f electrons, ĤU2 is the
Coulomb repulsion between nearest-neighbours localized electrons, ĤV is the
repulsion between de-localized electrons, and ĤW is the repulsion between c
and f electrons.

Notably, the largest energy scale in terms of electronic interactions is
given by the on-site interaction of f-electrons (U1 ∼ 60 meV). Akin to the
Hubbard model, the large on-site repulsion in the lattice of localized electrons
will give rise to interaction-driven quantum phases with spontaneously broken
symmetries.

It is important to note that the transport properties will be dominated
by the itinerant c-electrons (which also carry the band topology). However,

78



3. Heavy fermion physics in the thermoelectric transport of MATBG

the strong electronic interactions, experienced by the localized f-electrons,
will open gaps in the dispersion of the c-electrons and modify the measured
transport properties in the MATBG flat bands.

Figure 3.7 depicts exemplary THF band structure for symmetry-broken
ground states of MATBG at different (hole-doped) integer fillings. Here,
the bands are color-coded according to their orbital character, where yellow
corresponds to localized f-electron states and blue indicates itinerant c-
electron states. For the Kramers inter-valley coherent (KIVC) state at charge
neutrality (Fig. 3.7a), electronic interactions lead to a drastic modification
of the electronic spectrum (compare with the non-interacting case shown
in Figure 3.6c). Yet, the spectrum remains particle-hole symmetric at
charge-neutrality.

We stress that the band structures shown in Fig. 3.7 are computed
using Hartree-Fock methods, in which all the states are infinitely-lived.
Therefore, the effects of electronic interactions, which can reduce the lifetime
of the quasiparticles, are not captured in the Hartree-Fock computations.
In contrast, for non-zero integer fillings ν = -1, -2; the reconstructed bands

Figure 3.7: a) Self-consistent Hartree-Fock calculation of the band structure for
the KIVC ground state at ν = 0. The spectrum is particle-hole symmetric. b)Band
structure for the VP + KIVC ground state at ν = -1, calculated via one-shot
Hartree Fock method. There is a strong particle-hole asymmetry around the Fermi
level. c) THF band structure for the KIVC ground state at ν = -2, calculated via
one-shot Hartree Fock method. Like in (b), the low energy bands exhibit marked
particle-hole asymmetry. In all panels, yellow and blue correspond to localized and
itinerant states, respectively. Figure adapted from Ref. [202]

exhibit marked particle-hole asymmetry near the Fermi level. In both cases,
heavy fermions (f-electrons) make up the low-energy electron-like excitations
while the hole-like excitations are formed by dispersive, c-electrons. Thus,
in addition to a natural account for the apparent dichotomy of the MATBG
phenomena; the THF model captures the emergent e-h asymmetry of the
correlated states.
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3.3 Photo-thermoelectric effect in MATBG pn-
junctions

In our study, we focus on two MATBG pn-junctions with twist angles
θ = 1.14◦ and θ = 1.06◦. The fabrication of these samples was outlined in
Chapter 2. Figure 3.8 summarizes the device structure and the transport
characteristics for the 1.14 ◦ sample, which exhibits correlated states at
integer ν (Fig. 3.8b). The dual gate map of the longitudinal resistance
Rxx of the junction (Fig. 3.8c) demonstrates that each side of the device
hosts correlated states at integer fillings and can be independently addressed.
Diagonal features would emerge if there was any cross-talk between the two
top gates. The experiment concept is sketched in Figure 3.9a. Leveraging

Figure 3.8: a) Upper panel shows an optical image of the MATBG pn-junctions.
The scale bar corresponds to 1 µm. Lower panel sketches the cross-section of the
dual gated pn-junction. b) Filling dependence of Rxx in the MATBG junction.
Multiple correlated states emerge at integer fillings ν. c) Dual-gate map of Rxx

in the junction. The correlated states from each side of the junction appear as
vertical and horizontal resistive features. Lattice temperature is T = 35 mK.

the dual gates, we set up a chemical potential difference across the junction
and use laser excitation to create a Gaussian thermal profile at the position
of the junction. In this configuration, we can study the Seebeck effect, where
the hot end now corresponds to the center of the junction and the thermal
gradient points away from the junction[209, 210]. As the absorbed laser power
is efficiently converted into an increased electronic temperature[210–212],
we can selectively heat the charge carriers and study their thermoelectric
transport. This offers a significant advantage over commonly employed
Joule-heating approaches[176, 184, 190, 213–215], where the applied heat
can be coupled to phononic degrees of freedom.

The lower right schematic of Fig. 3.9a illustrates the Seebeck effect
in this configuration. Now, the voltage difference across the junction will
read VP T E = −(S2 − S1)∆Te, which we express in terms of the electron
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temperature Te. Note that for uniform gating, no thermoelectric voltage
would be observed across the junction, as the response at each side of the
junction would cancel out.

In our experiment we do not have direct access to the electronic tem-
perature increase ∆Te. Electron thermometry is a significant challenge in
2D materials and requires specifically tailored experiments based on, for
example, Johnson noise thermometry[213, 216, 217]. Simultaneous study of
thermoelectric transport while monitoring the electron temperature through
Johnson noise in a twisted bilayer graphene sample is a significant challenge.
We avoid the direct readout of the electronic temperature and use the sublin-
ear relation between ∆Te and the absorbed laser power Pabsto verify linear
heating conditions ∆Te << Te (see Fig. 3.11b).

A steady-state thermal model is used to provide a quantitative estima-
tion of ∆Te under typical experimental conditions. In short, ∆Te can be
determined through the steady-state relation:

∆Te = Pabs

Gth
= Pabsτ

Ce
(3.6)

,where Gth is the thermal conductance of MATBG, τ is the thermal relaxation
time for hot carriers and Ce is the electronic heat capacity of MATBG. These
quantities are generally dependent on the lattice temperature, but we consider
here their values for Tl = 10 K. Crucially, we have experimentally determined
the thermal relaxation time of τ ∼ 3-4 ps at this temperature (see Chapter
4). Modelling the coupling and absorption efficiency to find Pabs, as well
as estimating the electronic heat capacity, we can obtain a quantitative
estimate for ∆Te in our experiment[207, 218].

In the low-excitation regime, we estimate Pabs in the junction area to
range between 50 nW and 5µW. We use optical transfer matrix method on
the entire heterostructure to compute the absorption of the MATBG layer
and integrate the overlap between the micron-sized Gaussian laser spot and
the sample area. Estimating Ce is much more challenging, particularly for
MATBG as it will be strongly filling-dependent and sensitive to correlation
effects. From the internal energy of the system, we use the THF model
to estimate Ce at Tl = 10 K to be Ce ∼ 0.1-0.4 J

K [207]. All together, in
the relevant temperature and laser power regime, we find an approximate
electronic temperature increase of ∆Te ∼ 1-2 K < Te = Tl = 10 K. Next, we
perform a dual gate sweep around charge-neutrality and record the photo-
voltage appearing at the modulation frequency of the laser excitation. The
dual gate configuration allows us to confirm the thermoelectric nature of the
observed response. Figure 3.8b depicts the resulting map, which features
a clear 6-fold symmetry of the response[209]. The appearance of multiple
sign changes is the hallmark of Seebeck-driven response. Looking at the
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Figure 3.9: a) Illustration of the experimental concept. A CW laser input
generates a thermal gradient at the interface of the gate-defined pn-junction. Using
the two top gates, we define a chemical potential step in the junction, leading to
a net thermoelectric voltage. b) Filling dependence of the PTE response around
charge neutrality. Lattice temperature is T = 10 K. The 6-fold symmetry of the
signal confirms the thermoelectric origin of the response. Multiple sign changes
appear as a consequence of the non-monotonous gate dependence of the Seebeck
coefficient in graphene (see insets and Figs. 3.2a and 3.3a) Panel (b) corresponds
to the 1.14◦ device.

single-gate response (linecuts for νi = 0), the characteristic lineshape of
the Seebeck coefficient in graphene is recovered. The 6-fold symmetry then
arises from the term S2 − S1 and the non-monotonous gate-dependence of
each Si[209, 210, 219].

Having established the PTE nature of the response, which we label VP T E ,
we can now use it as a direct proxy the Seebeck coefficient and the electronic
spectrum of the MATBG samples. First, we explore the thermoelectric
response across the electron-doped flat bands. Figure 3.10 depicts Rxx (a)
and VP T E (b) as the each top gate is swept between νi = -1 and νi = +3.
Comparing the two maps, one can see that the thermoelectric response
acquires a complex gate-dependence; whose main features appear at ’integer’
configurations where both ν1 and ν2 are integer numbers.

Furthermore, at each ’integer’ configuration away the thermoelectric
response exhibits its characteristic 6-fold symmetry (see overlayed diagonal
lines in Fig. 3.9b). This observation points to a charge-neutral-like response
of the junction at the integer fillings, once the low energy bands are recon-
structed. Thus, we further confirm that one can utilize VP T E as a proxy of
the Seebeck coefficient to study the nature of the interaction-reconstructed
flat bands. We note that the appearance of the 6-fold symmetric response
does not imply graphene-like or Dirac-like nature of the bands. The 6-fold

82



3. Heavy fermion physics in the thermoelectric transport of MATBG

Figure 3.10: a) Dual gate map of Rxx in the electron-doped flat bands. Lattice
temperature is T = 35 mK. b) PTE voltage in the electron-doped flat bands.
Multiple sign changes appear around the integer fillings. At crossings between
integer fillings from both sides (ν1,ν2), the 6-fold symmetry of the response is
recovered. Lattice temperature is T = 10 K. Both panels correspond to the 1.14◦

device.

symmetry indicates the thermoelectric origin of the response and the ap-
proximately symmetric band structure of the system around the Fermi level.
This is true for graphene[175, 210], but also for other semimetals[173, 187]
or narrow-gap semiconductors[220].

In the following, we focus on the thermoelectric response from one side
of the junction and study its gate dependence to map the Seebeck coefficient
(and its electronic spectrum). To do this, we simplify the measurement
scheme in order to untangle the response from the two sides of the junction.
Figure 3.11a sketches this concept, where the chemical potential for one side
of the pn-junction is set exactly at its charge neutral point (ν2 = 0). Due
to the perfect band symmetry around ν = 0, the particle and hole currents
flowing into that side of the junction will cancel out and the resulting Seebeck
coefficient S2 will be exactly zero. Then, the PTE response will simply read
VP T E = −(S2 − S1)∆Te = S1∆Te.

We restrict ourselves to low excitation power in order to avoid overheating.
As shown in Figure 3.11b, the power-dependence of the response near charge-
neutrality (where we have clearly established the thermoelectric origin of
the photovoltage) indicates what is the linear heating regime. For higher
laser power, heating effects start to induce sublinearity of the response as
the system’s heat capacity increases with temperature.

Thus, we fix S2 = 0 and monitor the low-power thermoelectric response
as we sweep ν1 across the flat bands. The response is depicted in the upper
panel of Fig. 3.12 for the two devices. At charge-neutrality, the response
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Figure 3.11: a) Illustration of the 1-gate configuration used to map the Seebeck
coefficient. The chemical potential for one side of the junction (labeled 2 here)
is kept at the Dirac point, where its Seebeck coefficient is zero. Thus, the total
thermoelectric response VP T E will be a proxy for the Seebeck coefficient S1 on one
side of the junction. b) PTE response near charge neutrality for increasing laser
power. The sublinear power dependence reflects the thermal origin of the signal.
All measurements presented here are performed in linear heating conditions, at low
laser powers.

exhibits the conventional antisymmetric gate dependence which stems from
the form of the Seebeck coefficient. In addition, similar ’oscillating’ features
emerge at the integer fillings, most notably at ν1 = +1, +2. As discussed
before, these oscillations evidence the reconstruction of the Fermi surface
and the appearance of charge-neutral electronic spectra at integer ν1.

However, the thermoelectric response (and consequently the Seebeck
coefficient) does not change sign across this doping range. This striking
observation, most noticeable at ν1 = +2 for the device with θ = 1.06◦ (see
Fig. 3.12), will be the focus of the following discussion. At surface level, the
sign-preserving Seebeck oscillation indicates strong particle-hole asymmetry
of the charge-neutral electronic spectrum for the correlated state at ν1 =
+2. In particular, the electronic contributions to thermoelectric transport
clearly dominate the hole-like contributions at this filling.

As a first step, we contrast the observed response with the semiclassical
Mott formula[174]. While the response at charge-neutrality (where electron
correlations are weak) qualitatively matches the Mott formula, at the integer
fillings the response strongly deviates from the semiclassical expectation
(see lower panel of Fig. 3.12). As discussed before, the Mott formula asso-
ciates sign-changes of the Seebeck coefficient to extrema of the longitudinal
resistance (Fig. 3.13a). However, in our case, the resistance peaks at the
integer fillings do not result in zero-crossings of the thermoelectric response.
In agreement with the strongly-correlated character of the flat bands, the
semiclassical Mott formula does not capture the observed response. The
’Dirac revival’ picture[195] is often used to rationalize the Fermi surface
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Figure 3.12: Anomalous thermoelectric response in the MATBG flat bands in the
one-gate configuration. The sign-preserving oscillations of the Seebeck coefficient
observed around ν1 = +1, +2 evidence strong e-h asymmetry of the correlated
ground states. In the lower panel, we contrast the observed response with that
expected from a semiclassical Mott picture.

reconstructions of the MATBG flat bands. This picture hypothesizes that
the flat bands can be modeled as degenerate Dirac cones which are doped
continuously (all at the same rate). Then, near the integer filling, all the
spectral weight is shifted onto a single Dirac cone (of a certain spin-valley
flavor) which becomes fully filled, and falls below the Fermi level. All other
Dirac bands are reset to charge-neutrality.

Figure 3.13b depicts such a scenario for ν = +1, with one filled Dirac
cone below the Fermi energy. All the carriers in these bands are identical,
with the same transport lifetime τ and group velocities vg. However, after
the spectral weight re-organization, a strong asymmetry in the DoS appears
as the DoS of the unfilled Dirac cones is lower (they are reset to the Dirac
point) than that of the filled Dirac cone. Thus, at ν = +1, the DoS is
higher for hole-excitations than for electron excitations. In this scenario, the
Seebeck coefficient would deviate from the Mott formula and exhibit excess
hole-like character.

This picture has been invoked to explain excess positive thermoelectricity
observed in previous studies[213] (Fig. 3.13c). Clearly, this scenario cannot
account for our experimental observations, as we observe electron-dominated
response for ν1 > 0. We also note that the identification of the flat bands
with Dirac cones constitutes an over-simplification of the problem, as it
neglects the interaction-driven band reconstruction. We investigate the
possible origins for the highly asymmetric transport using a simple two-band
model[207]. The low-energy electronic structure for an arbitrary correlated
insulator can be modeled using two parabolic bands. This is a reasonable
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Figure 3.13: a) Schematic representation of the ’Dirac revival’ picture. At ν =
+1, one of the four Dirac cones is spontaneously filled and pushed below the Fermi
level. The remaining Dirac bands are reset to their charge-neutral point. Thus,
an asymmetry appears in the DoS of holes and electrons around ν = +1. As the
DoS is larger for hole excitations, one expects dominant hole-like Seebeck near this
filling. b) Sketch for the expected Seebeck coefficient for a MATBG correlated
state according to the ’Dirac revival’ picture. c) Observation of excess hole-like
thermopower in the electron-doped flat bands of MATBG. At T = 5 K, the data
features a positive, hole-like peak of the thermoelectric response at ν = +2. Panel
(c) adapted from Ref. [213]

approximation for any gapped system at low enough energies. The two-band
model, sketched in Fig. 3.14, considers a fixed gap of value ∆ and electron
and hole bandwidths κe, κh, as well as independent scattering rates for each
band Γe, Γh. This model aims to mimic the response of a correlated state
at integer filling ν = Z. The bandwidth is inversely proportional to the
effective mass of the band, according to κi = λ2

2mi
. For a parabolic band, the

bandwidth determines both the DoS and the group velocity of the carriers
vg. At this point, all carriers are modeled with a single, fixed scattering rate
Γ. Using this two-band model, we can investigate the role of these transport
coefficients, included in the general conductivity function σ(µ,E), on the
thermoelectric transport[207]. In the following, we fix ∆ = 16 meV, κe = 30
meV, Γe = 1 meV and tune the transport coefficients of the hole band.

Since the observed response points to strong e-h asymmetry dominated
by electrons, we consider a scenario where the hole band has a much larger
effective mass than the electron band. Therefore, we first set mh >> me or
κh << κe and compute the Seebeck coefficient from the two-band model.
The computed Seebeck coefficient, shown in Fig. 3.14a, exhibits small
excess electron-like contributions to thermoelectricity. Notably, the Seebeck
coefficient does not deviate significantly from the band-symmetric case even
for extreme mass asymmetry, when κh

κe
= 150. This finding indicates that

the asymmetry in the bandwidth κ, which determines the group velocity
vg and the DoS of the bands, cannot explain the experimentally observed,
fully-negative Seebeck coefficient at the correlated states. We therefore turn
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our attention to the role of asymmetry of the scattering rate Γ (or transport
lifetime τ).

We now introduce a band-dependent scattering rate Γi in the two-band
model. We fix the carrier lifetime of the electron band to τe = 1 meV−1 and
explore the effect of decreasing hole carrier lifetime τh (increasing Γh). In
Figures Fig. 3.14d) we present the case where τh = 8 meV−1 and observe that
the transport lifetime asymmetry profoundly affects the computed Seebeck
coefficient. The Seebeck oscillation is pushed almost completely to negative
values and is also shifted back, it does not occur near the integer filling Z
but rather at finite hole-doping Z − δ. Therefore, we find that tuning the

Figure 3.14: a) Band diagram for the two-band model for the correlated insulators
in MATBG. Each band has an associated bandwidth κ (inversely proportional
to the effective mass) and scattering rate Γ (inverse carrier lifetime). In the
simulations, the following parameters are kept constant: ∆ = 16 meV, κe = 30
meV, Γe = 1 meV. We study the Seebeck coefficient with respect to changes to
the hole band bandwidth (b) and its scattering rate (c). b) Seebeck coefficient
computed in the two-band model for increasing band asymmetry via a decrease
of the hole bandwidth (increasing mass). Even for extreme band asymmetry, the
Seebeck coefficient does not deviate substantially from its conventional behavior. c)
Seebeck coefficient computed in the two-band model for increasing Γh (decreasing
hole transport lifetime). The traces range from Γh = Γe = 1 meV to Γh = 20
meV. Moderate changes of the scattering drastically modify the resulting Seebeck
coefficient. Panel (c) adapted from Ref. [207].

relative carrier lifetime between the electron and hole bands dramatically
modifies the Seebeck coefficient (Fig. 3.14c). In this computation, the
mass asymmetry was reduced compared to the previous scenario (κh

κe
≈ 4).

This observation highlights the crucial role of distinct carrier lifetimes or
scattering rates between bands involved in thermoelectricity. This simple
two-band model suggests that such lifetime asymmetry is responsible for the
observed anomalous, sign-preserving thermoelectric transport.

The effect of energy-dependent carrier lifetime has been observed in
other material systems such as CuFeS2[185] or Co1−δNiδSb3[189], but is
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often overlooked. Importantly, the two-band model with mass and lifetime
asymmetry constitutes a realization of the light-heavy band structures
predicted for the correlated states in the THF model[202] (see Figure 3.7).
In the following, we discuss the modelling we performed using the THF
model and its agreement with the experimental data.

3.4 Interpretation of the low-temperature thermo-
electric response

The interpretation of the Seebeck coefficient in the THF model, done
in collaboration with the group of Prof. Andrei Bernevig, is detailed in
other publications[207, 208]. Here, we focus on the specific predictions of
the model with regards to the band structure and Seebeck coefficient of the
1.06◦ device in the relevant temperature range (∼ 10 K).

In the following, we present band structure calculated using self-consistent
2nd order perturbation theory, where the electron self-energy Σ(E) is com-
puted. This stands in contrast with the Hartree-Fock computations described
previously. The electron self-energy contains indicates both the energy of
the quasiparticle (its real part) and the lifetime for the excitation (its imag-
inary part). A nearly-free electron will suffer no interactions, and have a
well-defined energy and a long lifetime; while a strongly-correlated, localized
electron will have a low lifetime and a significant energy broadening. In the
THF computations, the lifetime of the heavy quasiparticles is calculated
self-consistently[207] and constitutes the key ingredient in understanding
the experimental observations.

Figure 3.15a-c depicts the self-consistent band structures calculated for
the 1.06º device and the corresponding Seebeck coefficient at fillings ν =
0, +0.8, +2. Each band structure and thermoelectric response is computed
for a given symmetry-broken ground state, indicated in each plot. However,
the qualitative features of the electronic spectra and the Seebeck coefficient
do not depend on the choice of ground state, as we will show shortly. We
choose ν = +0.8 instead of ν = +1 because the salient features of the band
structure are more apparent slightly away from the integer filling.

The interacting band structures shown here resemble those presented in
Fig. 3.7. However the imaginary part of the self-energy, the carrier lifetime,
is now self-consistently assigned to each momentum and energy-resolved
state. At charge-neutrality Fig. 3.15a, the bands away from Γ are composed
of non-dispersing, heavy fermions while the lower energy states, which lie
near the zone center, are dispersive, de-localized carriers. As the spectrum is
particle-hole symmetric, we recover a conventional Seebeck coefficient shown
in Fig. 3.15d. On the other hand, for the correlated states at ν = +0.8,
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Figure 3.15: a) Band structure for the KIVC correlated insulator at ν = 0. The
2nd order perturbation calculation reproduces the Hartree-Fock results (Fig. 3.7a)
while self-consistently computing the k-resolved scattering rate. The low-energy
bands are symmetric and dominated by c-electrons. b) Band structure for the
KIVC + VP correlated insulator at ν = +0.8. The low-energy states are markedly
different for the bands above (dispersive c-states) and below (localized f-states)
the Fermi level. Note the large energy broadening (low carrier lifetime) associated
with the f-electron states near the Fermi level. c) Band structure for the KIVC
correlated insulator at ν = +2. As in (b), the low-energy hole excitations are
formed by f-electrons, while the electron excitations are composed of itinerant states.
d) Seebeck coefficient computed from the band structure shown in (a). A large,
antisymmetric Seebeck coefficient appears as a consequence of the electron-hole
symmetric dispersive states near the Fermi level. e) Seebeck coefficient computed
from the band structure shown in (b). The vanishing transport contributions of
the low energy, hole-like excitations lead to a sign-preserving, negative Seebeck
coefficient. f) Seebeck coefficient computed from the band structure shown in (c).
As in (e), the marked band and lifetime asymmetry shown in (c) give rise to the
electron-like Seebeck coefficient near ν1 = +2. Panels (d), (e) and (f) show data
from the 1.14◦ device.

+2, the band structure is highly particle-hole asymmetric (Fig. 3.15b-c).
The low-energy states below the Fermi level (hole-like states) are incoherent,
low lifetime f-electron states with minor contributions to thermoelectric
transport. Note the large energy broadening of the non-dispersing states
close to the chemical potential. Instead, the available states just above
the Fermi level are coherent c-states for both correlated states. Therefore,
the electron-like contributions will dominate the transport and lead to a
fully-negative Seebeck coefficient as depicted in Fig. 3.15e-f). We note that
the Seebeck coefficient in this symmetry-broken correlated state is not always
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well-defined in the entire range between ν1-0.5 and ν1+0.5. Further doping of
the correlated ground state at ν1 makes it unstable and the symmetry-broken
solution diverges.

The computed self-consistent thermoelectric response from correlated
ground states in the THF model agrees remarkably with our experimental
observations. In Figure 3.16a we make a direct comparison between the
experimental data and theoretical simulations to highlight their resemblance.
As mentioned before, the choice of symmetry-broken ground state does
not change the overall findings. In Fig. 3.16b we depict the computed
thermoelectric response for the valley-polarized (VP) correlated states in
the same filling range. All in all, based on the natural explanation of the
observed response in terms of coexisting light and heavy fermions (Fig.
3.16c), we posit that our observation demonstrates heavy fermion physics in
the strongly-interacting flat bands of MATBG.

Figure 3.16: a) Direct comparison of the measured thermoelectric response
and the Seebeck coefficient predicted by the THF model for the KIVC correlated
insulators. b) Seebeck coefficient computed in the same theoretical framework for
the VP correlated insulators. c) Schematic illustration of itinerant and localized
electronic orbitals in MATBG. The circles in panel (a) correspond to the 1.14◦

device.

90



3. Heavy fermion physics in the thermoelectric transport of MATBG

3.5 Strong electron correlations in the unordered,
high-temperature state of MATBG

At high enough temperatures, the interaction-driven, flavor-polarized
ground states of MATBG are expected to melt, giving way to ground states
where all the system’s symmetries are preserved[204]. Although this regime
has not been explored as extensively as the low-temperature regime, there is
entropic evidence for the presence of strong electron correlations at higher
temperatures. This includes the persistent cascade of spectral weight re-
organization in the flat bands[195, 201], the sawtooth filling dependence of
the electronic entropy at temperatures ∼ 50 K along with the Pomeranchuk
effect[198, 199](Fig. 3.4b).

As an alternative to these spectroscopic and thermodynamic probes,
we study the thermoelectric transport of the MATBG flat bands at higher
lattice temperatures. We note that the Seebeck coefficient can be regarded
as the entropy carried by each charge carrier in the absence of a thermal
gradient[221]. Thus, the Seebeck coefficient also constitutes a fundamental
thermodynamic magnitude that quantifies the entropy per charge carrier.

The thermoelectric transport at lattice temperatures of Tl = 30 K, 50 K
is measured using the simplified scheme described above. We fix S2 = 0 and
record VP T E (ν1) at a low excitation power. Figure 3.17a shows the observed
thermoelectric response. First, near ν1 = 0 we identify the conventional
graphene-like oscillation of the Seebeck coefficient. At 50 K, the lineshape
is washed out due to the increased participation of higher-energy bands at
higher temperatures. Doping away from charge neutrality, the overall trend
of the signal is now reversed compared to the low-temperature data. Electron
(hole) doping of the flat bands leads to an overall positive (negative) response.
In addition, clear oscillations of the Seebeck coefficient develop around the
integer fillings, most notably for ν1 = +2 (see Fig. 3.17b). These observations
stand in clear contrast with those for low temperatures, where the order of
the correlated ground states is stabilized. We aim to rationalize the measured
high temperature response within the THF model[202, 207]. As the ordering
(symmetry-breaking) in the MATBG flat bands is mediated by the electronic
interactions, we make a rough approximation to the unordered state of
MATBG by turning off all the interactions in the model[202]. We note
that all microscopic parameters used for the low temperature modelling are
kept unchanged. The resulting non-interacting Seebeck coefficient SNon−Int,
shown in Figure 3.18a, agrees well with the overall trend of the signal.

Still, the oscillatory behaviour of the Seebeck coefficient at the integer
fillings evidences the presence of correlated-driven minima in the DoS of the
spectrum. The large magnitude of these features, particularly for ν1 = +2,
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Figure 3.17: a) Thermoelectric response of the MATBG flat bands at high lattice
temperature. Marked oscillations of the thermoelectric voltage appear at integer
fillings. The overall trend of the response is positive (negative) for ν1 > 0 (ν1 <
0). b) Zoom-in of the sign-preserving, positive oscillation of the thermoelectric
response at ν1 = +2. The experimental data corresponds to the 1.14◦ device.

suggests that the DoS minima correspond to the opening of a thermodynamic
gap. Therefore, we must account for electron correlations in order to model
the thermoelectric response of the unordered, high-temperature state. We

Figure 3.18: a) VP T E at higher lattice temperatures and Seebeck coefficient
in the non-interacting limit of the THF model SNon−Int. b) Computed Seebeck
coefficient for the symmetry-preserving solution of the full THF model.

return to the full, self-consistent THF model and keep all its microscopic
parameters and interaction terms[207]. To mimic the non-ordered MATBG
ground state, we search for symmetric solutions of the model. In other
words, we impose that the ansatz in the THF model must preserve all the
symmetries of the system and they cannot be broken by electron correlations.
The computed Seebeck coefficient from such a ’symmetric’ solution is depicted
in Figure 3.18b along with SNon−Int. Remarkably, the symmetric Seebeck
coefficient SSymm qualitatively reproduces the experimental data. Clear
oscillations of the Seebeck coefficient appear at the integer fillings ν1 = Z
while the overall sign of the response remains positive for ν1 > 0.

All in all, the thermoelectric transport of the unordered state of MATBG
at high-temperatures can be understood as a combination of non-interacting
thermoelectricity and a symmetric, unordered state in which electronic cor-
relations induce gaps in the spectrum without symmetry breaking. The
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measured thermoelectric transport further confirms the persistence of strong
electron interactions in the MATBG flat bands beyond the ordering temper-
atures of the flavor-polarized ground states.
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Chapter 4

Ultrafast carrier cooling
MATBG pn-junctions

In this chapter, we describe the experimental study of the electronic ther-
mal relaxation time in MATBG pn-junction samples. This study was done
in collaboration with the group of Prof. Klaas Jan Tielrooij, who performed
time-resolved photocurrent measurements of the MATBG pn-junctions. We
performed complementary measurements of the electron cooling time through
the CW photomixing technique described in the Experimental methods chap-
ter.

Motivation

We have previously discussed MATBG in the context of the electronic
properties of its strongly correlated flat bands [100]. The flat bands emerge
due to the large moiré superlattice potential (with wavelength λ ∼ 14 nm). In
addition, the presence of the superlattice potential will also affect the phonon
spectrum creating phonon mini bands[222, 223], akin to the band folding that
appears, for example, when a charge density wave is formed. In this section,
we will demonstrate how the moiré phonon bands can significantly affect
the low-temperature electronic properties of the system, namely through its
electron-phonon (e-ph) coupling.

The nature and origin of the superconducting state of MATBG remains
an outstanding question in the field. Despite intensive theoretical and exper-
imental efforts, no consensus has been reached on the underlying symmetries
of the superconducting state or the coupling mechanism behind its for-
mation. As the MATBG phenomenology resembles that of other strongly
correlated superconducting systems, unconventional coupling mechanisms
driven by electronic interactions have been proposed[224–227]. More con-
ventional mechanisms, driven by e-ph interactions, also remain as possible
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candidates[228–230]. As the coupling mechanism remains an open question,
the investigation of e-ph coupling in the system is highly relevant. Particu-
larly, the moiré-induced modification of e-ph coupling (otherwise weak in
monolayer graphene) could affect the low-temperature scattering pathways
for electrons (Figure 4.1).

Theoretical reports predict that the formation of the moiré superlattice
could strongly modify e-ph coupling in MATBG[222, 223]. At surface level,
the moiré phonon mini bands could increase the available phonon density
for electron scattering. The study of such effects could shed light on some of
the correlated phases in MATBG. In addition to a possible phonon-driven
coupling mechanism of the superconducting state, the strange metal phase
remains one of the open questions in the field[101, 106, 107]. In this phase,
momentum-relaxing electron scattering remains efficient down to very low
temperatures, as evidenced by the linear-in-temperature resistivity. At
present, it is not clear whether an enhancement of the low temperature
e-ph interactions could give rise to the observed ρ ∝ T behaviour[222]; in
contrast to the strange metal picture. All in all, exploring e-ph coupling in
the MATBG flat bands can help elucidate the scattering processes available
for electrons at low temperatures.

Figure 4.1: a) Phase diagram of the temperature-dependent resistivity in MATBG
samples. The resistivity decreases linearly with temperature (outside the super-
conducting state) around half-filling of the superlattice. b) Linear-in-temperature
and quadratic temperature dependence of the resistivity. The prefactor in the
T2 dependence increases around the magic angle. Figures adapted from Ref.[107].
Inset in (a) is adapted from Ref. [110].

The cooling dynamics of a system provide valuable insight into its e-ph
coupling and scattering mechanisms overall. While the cooling dynamics of
hot carriers in graphene have been widely explored, such studies do not exist
for MATBG. As we discuss next, long-lived and controllable hot carriers in
graphene are of fundamental and technological relevance[130]. Hot carriers
can be efficiently generated in graphene in an ultrafast timescale[212, 231,
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232] and the hot carrier distribution is long-lived[130]. Thus, low-temperature
optoelectronic studies of the cooling dynamics of hot carriers in MATBG
are highly desirable. These studies can not only reveal the strength of e-ph
coupling and the dominant scattering mechanisms but also shed light on
the, largely unexplored, dynamics of light-matter interaction in magic-angle
graphene.

First, we will introduce the concept of hot carriers and their dynamics in
graphene systems. This will serve as a solid starting point for the discussion
of the cooling dynamics of MATBG. We will describe the general equation
for the evolution of the electronic temperature, as well as the main cooling
pathways for electrons in graphene. The aim of this section is not to provide
a complete discussion of hot carrier dynamics in graphene. We direct the
reader to a recent review article on this topic[130]. Instead, the goal is
to provide a self-contained, qualitative picture of the hot carrier dynamics
of graphene to put in context our findings in MATBG. Therefore, we will
restrict the discussion to the scenarios relevant to this experiment, in terms
of the type and energy of the excitation as well as the studied temperature
regime.

We then describe and contrast the two optoelectronic techniques employed
to access the time dynamics of hot carrier cooling in MATBG. Next, we
will present the main findings of this work, namely the ultrafast cooling of
electrons in MATBG down to cryogenic temperatures (∼ 5 K). We discuss
the dependence of the cooling time as a function of several parameters, such
as temperature or optical power. Lastly, we present the novel mechanism
behind this effect and model the observed response.

4.1 Hot carrier physics in graphene

Hot carriers are charge carriers (electrons and holes) that have excess
kinetic energy and lie above the chemical potential µ in a thermalized Fermi-
Dirac distribution. Hot carriers in graphene can be generated through optical,
electrica, or thermal excitation[130]. Photo-generation of hot carriers is
particularly efficient in graphene, thanks to its gapless dispersion, fast carrier-
carrier scattering[212, 231, 232] and weak electron-phonon coupling[233].
Thus, a carrier distribution with higher temperature than the thermal
(phonon) bath (Te > Tl) can be established. In this section, we will focus
the discussion on the case of steady state heating.

Studying the hot carrier transport in graphene[130, 209] can provide
both fundamental insights and be harnessed for future optoelectronic devices.
From a fundamental standpoint, hot carrier transport can be used to study
the electronic dispersion or electron-phonon coupling in the system. From
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an application standpoint, the efficient generation, control and collection
of hot carriers in graphene enables the design of novel devices, such as
photodetectors, modulators or absorbers[77].

General heat equation

As the salient feature of hot carriers is the presence of a carrier distribution
at elevated temperature, it is informative to establish a general equation for
the evolution of the (elevated) electronic temperature Te(t):

Ce
∂Te

∂t
= dQext

dt
+ κe∇2Te − ∇[(V + STe)J ] (4.1)

, where Ce is the electronic heat capacity, dQext

dt is the rate of heat added or
removed from the system, κe∇2Te represents the diffusion of heat according
to Fourier’s law (κe is the electronic thermal conductivity) and the last term
represents the heat carried by electrical currents. Here, V is the local voltage,
S is the Seebeck coefficient which parametrizes thermoelectric transport and
J is the current density, written in terms of the electrical conductivity σ as:

J = σ(−∇V − S∇Te) (4.2)

In this chapter, we will be focusing on the novel cooling pathways that
can appear in graphene-like systems in the presence of a moiré superlattice.
Such an effect would be captured in the first term of the right-hand side
of Eq. 4.1. In this experiment, we provide heat to the electron subsystem
via photoexcitation. It’s still important to consider the thermoelectric effect
(third term on the right-hand side of Eq. 4.1.) as it will be responsible for
the observed electronic response.

Hot carrier dynamics

The dynamics of hot carriers in graphene can be separated into three
(subsequent) stages: excitation, thermalization and cooling (Figure 4.2). In
the first stage, charge carriers in the system will absorb heat Qext from
an external source. For excitation with near-infrared photons, with ener-
gies ℏω >> EF , photoexcitation will lead to the generation of high-energy
electron-hole pairs (Fig. 4.2b). These carriers, often called primary photoex-
cited carriers, acquire energies in the order of ℏω/2 above the Fermi level. At
this stage, the high energy carriers (not to be mistaken with the hot carriers
that will participate in transport) do not form a thermal distribution and
therefore cannot be assigned a carrier temperature. Instead, the original,
at-equilibrium Fermi-Dirac distribution coexists with a small number of
carriers at very high energies.
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Thermalization

The thermalization of the high energy carriers will take place shortly
after the photoexcitation, typically in a femtosecond scale[212]. The primary
photoexcited carriers transfer their kinetic energy to carriers near the Fermi
level via intraband, inelastic carrier-carrier scattering. On average, a high
energy carrier will transfer an energy ϵ ∼ EF to an in-equilibrium carrier.
Therefore, a single primary photoexcited carrier can share its energy with
many carriers, which themselves can scatter with more carriers and reduce
their kinetic energy further. Through this cascade, the initial non-thermal
distribution of primary photoexcited carriers quickly evolves into a thermal-
ized Fermi-Dirac distribution with elevated temperature (Fig. c). Increasing
the excitation power leads to an increase in the steady state temperature of
the hot carrier distribution[211].

Figure 4.2: Schematic dynamics for hot carriers in monolayer graphene. (i)
Graphene absorbs a photon in its equilibrium state at chemical potential µ. (ii)
The absorbed energy excites a few electrons to very high energies, of the order
of the photon energy. At this stage, the distribution is not thermal. (iii) The
primary photoexcited carriers undergo carrier-carrier scattering processes, sharing
their energy with the carriers at equilibrium. After a few femtoseconds, a ’hot’
Fermi-Dirac distribution is established at the Fermi level. d) The ’hot’ carriers relax
back to the equilibrium temperature through diffusion, electron-phonon scattering
and other mechanisms.

The speed of this thermalization cascade can be controlled through the
carrier density (lower carrier densities restrict the number of scattering
processes) and the excitation power (higher powers lead to slower and less
efficient thermalization)[130, 211]. Note that we refer to thermalization as
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the generation of a thermalized carrier distribution in the electron subsystem,
not to the equilibration of temperature between the electronic subsystem
and the lattice phonons in the sample.

Hot carrier cooling

After thermalization, assuming that the excitation is turned off, the
electronic subsystem can equilibrate with the lattice through a variety
of microscopic processes (Fig. a). Generally, electron-phonon coupling
(either optical or acoustic, from graphene or the substrate) is the main
mechanism for cooling the electronic subsystem. As the e-ph coupling in
graphene is weak, the hot carrier distribution can be long-lived and can be
efficiently exploited in devices. Before listing the main cooling mechanisms in
graphene, we note that the cooling time at room temperature is ultrafast (few
picoseconds) and increases significantly at cryogenic temperatures[130]. This
effect can be assigned to the reduced phonon phase space at temperatures
below the so-called Bloch-Grüneisen temperature TBG. We also note that
primary photoexcited carriers with very high energy may cool down through
coupling to optical phonons before thermalization. However, in most cases
τcool >> τtherm and cooling takes place after thermalization is complete. We
note that we refer to τcool in other chapters as τth or simply τ . In this chapter,
we use τcool to avoid confusion with the thermalization time τtherm ∼ 1 fs.

Carrier cooling mechanisms in graphene

Here we outline the main cooling mechanisms for hot carriers in graphene.
It’s important to note that multiple cooling pathways can be active simulta-
neously. In the end, the measured thermal relaxation time is often agnostic
to the cooling pathway and reflects the most efficient process under the given
experimental conditions. We also note that a back-flow of energy can happen
during the cooling process, i.e. the phonons may feed back energy to the
electron subsystem[234]. This effect is most prominent for very high-energy
excitations at low sample temperatures.

• Optical phonons: Charge carriers with sufficiently high energy can
emit an optical phonon, relaxing their excess energy. This process is
highly efficient and can compete with the thermalization cascade in a
sub-picosecond window. Hot phonons can then relax into lower energy,
acoustic phonons. If this cooling process is not fast enough, the optical
phonon may be re-absorbed by the electron subsystem. Overall, optical
phonon emission is relevant for very large excitation powers that lead
to primary photoexcited carriers with very high energies[235, 236] (Fig.
4.3a).
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• Acoustic phonons: Charge carriers whose energy is not high enough
to emit an optical phonon may relax their energy by emission of acoustic
phonons. Momentum-conserving scattering between hot carriers and
acoustic phonons is much less efficient than optical phonon emission,
due to the large momentum mismatch between carriers and acoustic
phonons. As momentum is conserved, this scattering process involves
acoustic phonons near the Brillouin zone center which can only relax
an energy kBTBG per scattering event. Therefore, many consecutive
scattering events are required to relax the energy of the hot carriers
(Fig. 4.3a)[237]. All in all, purely momentum-preserving scattering
with acoustic phonons should lead to cooling times in the order of
nanoseconds[233].

• Disorder-assisted cooling: In the presence of disorder, the cool-
ing time determined by acoustic phonon emission can be significantly
reduced. In this scenario, often called ’supercollision cooling’, the pres-
ence of a defect density can overcome the large momentum difference
between carriers and phonons, allowing each scattering event to relax
more energy (Fig. 4.3a). Through ’supercollisions’, scattering between
carriers and acoustic phonons becomes much more efficient, leading to
picosecond cooling times at room temperature[237, 238].

• Substrate phonons: Graphene samples are often encapsulated by
hBN layers, which can increase their carrier mobility and act as high-
quality gating dielectrics. Hot carriers in graphene can also cool down
coupling to phonons in the surrounding hBN layers. In particular,
the hyperbolic phonon dispersion of hBN enables efficient near-field
coupling of hot carriers to phonon-polaritons at the graphene-hBN
interface. This mechanism can be highly efficient, reaching picosecond
timescales at room temperature[239].

• Diffusion cooling: Hot carrier cooling can also take place through
lateral diffusion of the hot carriers away from the local ’hot’ area. This
process, described by the Wiedemann-Franz law, is only significant for
high-mobility samples at extremely low temperatures where nearly all
phonon modes are frozen. This cooling mechanism, unlike the ones
discussed above, is not encompassed by the term dQext

dt in Eq. 4.1.
Instead, it will be captured by the term describing current-mediated
cooling[72].

• Other cooling mechanisms: Additional cooling pathways for hot
carriers have been identified in graphene. These include coupling to
graphene plasmon modes[240] and direct radiative heat transfer from
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the hot carrier system[241]. These cooling pathways are generally
inefficient and become only relevant under very specific experimental
conditions or in device structures specifically tailored to exploit said
effects.

Hot carriers dynamics for MATBG

In the case of magic-angle twisted bilayer graphene, the hot carrier
dynamics could differ from those of graphene.MATBG features dispersion-
less bands at the Fermi energy with bandwidths between 10-20 meV. At
larger energy scales, the dispersive bands (both valence and conduction) are
separated from the flat bands by a small gap comparable to their bandwidth.
The higher energy dispersive bands are less affected by the moiré superlattice
and can be roughly modeled as those of intrinsic, AB bilayer graphene. We

Figure 4.3: a) Schematic for the main phonon-mediated cooling mechanisms in
graphene. Supercollisions and optical phonon emission can relax much more energy
per scattering event compared to acoustic phonon emission. b) General picture for
hot carrier dynamics in MATBG through near-infrared excitation.

excite the samples with near-infrared photons at telecom wavelength (λ
= 1550 nm). The energy of these photons (800 meV) is much larger than
the energy scales associated with the correlated phenomena in MATBG.
Therefore, we expect the fundamental dynamics of the hot carrier cascade in
MATBG to be similar to that of (bilayer) graphene (see Figs 4.2 and 4.3b).
This assumption is experimentally supported by previous reports[143, 242–
245]. Their observations were consistent with the appearance of an elevated
temperature of the flat band carriers after above-gap excitation.

Despite the overall cascade being graphene-like, the cooling dynamics
may still be significantly affected by the moiré superlattice. As mentioned
before, the superlattice potential is expected to fold the phonon bands from
bilayer graphene into phononic minibands, which would increase the density
of low-energy phonons available for e-ph scattering processes[222]. In the
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following, we will show that this is indeed the case for hot carrier cooling in
MATBG (Fig. 4.3b).

4.2 Complementary techniques to study hot car-
rier cooling

In this study, we combined two complementary optoelectronic tech-
niques to study the dynamics of hot carrier cooling: time-resolved photo-
voltage measurements (tr-PV) and continuous-wave (CW-PM) photomixing
measurements[169]. We first describe the latter method, which was shortly
introduced in the previous chapter. As we exclusively study the cooling
time of hot carriers τcool, from now on we refer to this timescale simply as
τcool = τ .

After laser mixing, the light intensity reaching the sample will be given
by I(t) = I1 + I2 + 2

√
I1I2 cos Ωt, where I1,2 represents the intensity from

each CW laser and Ω = 2πc(λ−1
1 − λ−1

2 ) = 2πc(∆λ)−1.

Continuous-wave photomixing

The CW-PM technique relies on the optical mixing of two CW lasers
which are slightly wavelength-detuned. Here, the central wavelength of both
lasers is λ = 1550 nm and the tunable laser can be detuned by approximately
∆λ ≈ ± 25 nm. The laser mixing will produce an optical beating with
envelope frequency Ω = 2πc(λ−1

1 −λ−1
2 ). Thus, the light intensity reaching the

sample after photomixing is given by I(t) = I1+I2+2
√
I1I2 cos Ωt, where I1,2

represent the intensity from each CW laser and Ω is the heterodyne difference
frequency between the two lasers. Then, a new frequency component appears

Figure 4.4: Schematic representation of the continuous-wave photomixing process.
An optical beating of frequency Ω = 2πc(λ−1

1 − λ−1
2 ) is generated after the laser

mixing at the beam splitter.
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in the excitation, at the heterodyne difference frequency Ω (Fig. ). As
mentioned before, the response of the samples to the photomixed laser
excitation can be isolated by referencing the lock-in amplifier at the difference
frequency between the inner and outer slots of the chopper wheel. It’s
important to discern between the frequency that characterizes the envelope of
the photomixing signal (in the GHz-THz range) and the difference frequency
of the chopper (< 1 KHz).

The modulation of the laser field at frequency Ω will effectively provide
us with a frequency-resolved technique, which we then translate into the
time domain. It is important to note that this technique (as well as the
time-resolved photovoltage microscopy) relies on the nonlinear response of
the sample. Here, the nonlinearity will arise from the sublinear relation
between absorbed power Pabs and the increase of electronic temperature Te.
For high excitation powers, the heat absorbed by the system will cause its
temperature to increase. We consider here only the electron subsystem and
the steady state hot carrier distribution. As the electronic subsystem heats
up, its heat capacity Ce will increase accordingly, causing a decrease in the
temperature increase ∆Teproduced by subsequent heat absorption. Thus,
the temperature-driven optoelectronic response will depend sublinearly on
the absorbed power. This nonlinearity can be exploited to study the cooling
dynamics of a system through its optoelectronic response.

We sketch here the origin of the time resolution in the CW photomixing
scheme. In terms of the modulation speed, when both lasers have the same
frequency (∆λ) = 0 the photomixed signal has a very slow modulation.
Then, the sample will be able to relax the acquired energy before absorbing
more power in the next cycle of the modulated signal. In this situation,
the increase in heat capacity Ce will not take place and the signal will be
maximal. As the two lasers are further detuned, the modulation frequency
increases and the window for the thermal relaxation of the device τ shortens.
Eventually, for fast enough modulation the response of the device will be
reduced due to heating effects, as its cooling dynamics cannot follow the
modulation speed.

This technique was presented in Ref. [169] and constitutes a simple,
yet powerful method to study the cooling dynamics of hot carriers. It has
been previously used to study the thermal relaxation time in monolayer
graphene[246], as well as the speed of bolometric response in superconducting
devices[167]. We provide here a succint mathematical description of the
device response under the CW photomixing signal. Ignoring the effects of
heat diffusion and current-driven cooling, Eq. 4.1 can be rewritten as:

Ce
∂Te

∂t
= dQin

dt
− dQout

dt
(4.3)
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Figure 4.5: a) Time evolution of the electronic temperature Te for different
frequencies of the photomixing signal. When the modulation is slower than the
intrinsic relaxation time of the electrons (Ω >> τth), Te can follow the oscillating
signal giving raise to a maximal (positive or negative) electron temperature and
photoresponse. As Ω is increased, the electron gas does not react fast enough to the
modulated excitation and the amplitude of the response is reduced. b) Illustration
of the frequency-resolved CW photomixing measurements. Colored dots correspond
to the scenarios shown in (a). c) Measurement of τth in a MATBG sample at two
different lattice temperatures.

, where we have explicitly separated the rate of heat added (Qin) and removed
(Qout) from the electronic subsystem. The added heat to the system will
come from the excitation intensity I(t) = I1 + I2 + 2

√
I1I2 cos Ωt while

Qout will be mediated by carrier cooling through phonons. This equation
describes the rate of change in the electronic temperature Te of the hot
carrier distribution after thermalization.

For low-energy excitations, we consider cooling via conventional, momentum-
conserving emission of acoustic phonons and ’supercollision’ cooling. Then,
one can express the evolution of the electronic temperature under photomix-
ing excitation as:

Ce
∂Te

∂t
− β1(Te − Tl) + β2(T 3

e − T 3
l ) = I1 + I2 + 2

√
I1I2 cos Ωt (4.4)

, where β1 and β2 parametrize the conventional and ’supercollision’ cooling
rates, respectively. Considering additional phonon-driven cooling mecha-
nisms in this expression does not change the obtained results significantly[169].
As we demonstrate later, this technique is agnostic to the dominant cooling
mechanism and can be used to unveil novel cooling pathways.
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To establish the connection with the experimental observables, we sort
out what is the relation between the measured photothermal response and
the electronic temperature in the system Te. In this experiment, as we
established before in 3, the main voltage generation mechanism is the
thermoelectric effect where V (Te) = S(Te)(Te − Tl). Considering a fixed
lattice temperature Tl, we can find an expression for the intensity-dependent
DC photovoltage response. Remember that despite the photomixing scheme,
the measurement is performed in DC after demodulating the photomixing
response at the chopper’s difference frequency. We are interested in the
nonlinear components of the resulting DC photovoltage, which are sensitive
to the presence of both laser fields. The nonlinear components can be shown
to be proportional to:

V (I1, I2) ∝ I1I2 (1 + γ2

Ω2 + γ2 ) (4.5)

, where γ ≡ (β1 + 3β2T
2
l )Te/CeTl is the linearized cooling rate. This

cooling rate quantifies the total relaxation rate, independent of the cooling
mechanisms involved. Crucially, from Eq. 4.5 one can see that isolating the
response to the photomixing signal (through the appropriate demodulation
strategy) yields a DC signal with a Lorentzian dependence on the envelope
frequency Ω[169]. The width of the response will be then given by the
linearized cooling rate of the system γ. Thus, we can extract the cooling
rate of the sample by studying its response to the nonlinear, photomixed
excitation as we tune its envelope frequency. The thermal relaxation time
will be then given by (πτ)−1 = FWHM, where FWHM is defined as the full
width at half maximum of the Lorentzian lineshape.

Time-resolved photovoltage microscopy

We now describe the basic principle of tr-PV microscopy[238, 247]. This
technique utilizes very short laser pulses (their duration can vary from ∼ ps
to ∼ fs) which are separated by a user-controlled time delay dt. Tuning the
time delay between the two pulses, one can access the time-resolved dynamics
of the system’s response. The experiment, performed in Prof. Tielrooij’s
laboratory, makes use of a Ti:Sapphire laser with a central wavelength of λ
= 886 nm and 76 MHz repetition rate. Each laser pulse has an approximate
duration of ∼ 100 fs. The laser beam is split in two paths and the temporal
offset is set by a mechanical delay line for one of the beam paths. Each beam
is modulated with an optical chopper. Finally, both beams are combined
and focused onto the sample. Scanning mirrors are used to scan the laser
beam(s) over the sample (Fig. 2.6a). The electrical readout of the signal is
also based on the low-frequency lock-in technique. As previously discussed
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for the CW photomixing technique, this technique relies on the nonlinear
relation between the absorbed power Pabs and the increase in the electronic
temperature Te (Fig. 4.6b). We note that any nonlinearity, not only that
associated with photo-thermal response, can be used in these techniques. As
illustrated in Figure 4.6c, for vanishing time delays dt ≈ 0 the generated
photovoltage PV ∝ Te is reduced due to heating effects (which increases the
sample’s heat capacity Ce). Instead, for longer time delays, PV recovers its
maximum value. Thus, sweeping the time delay between pulses allows us
to resolve the dynamics of hot carrier cooling, i.e. how much time does the
system take to relax back to equilibrium upon photoexcitation[238, 247, 248].
The tr-PV response can be modeled through an exponential decay to obtain
the thermal relaxation time τ .

Figure 4.6: a) Optical setup for time-resolved photovoltage microscopy at optical
wavelengths. The two pulses are separated in a beam splitter and doubly modulated
using a chopper wheel. A delay line is used to controllably delay one of the pulses.
Polarization is controlled using a λ/2 plate and a linear polarizer (LP). Lastly, the
two beams are focused onto the sample (inside the cryostat) using an objective
with numerical aperture NA = 0.4. b) Sublinear relation between the photothermal
response and the absorbed energy. c) Exemplary tr-PV measurement in a bilayer
graphene sample. The magnitude of the response decreases when the delay between
the pulses is comparable to τth. Credit images: Jake Mehew.
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Differences between the two techniques

The two techniques described above can both access the intrinsic thermal
relaxation time of graphene (and moiré graphene) samples. However, they
present highly contrasting characteristics, which we summarize here:

• tr-PV resolves the response in the time domain, while CW-PM obtains
the response in the frequency domain. Using tr-PV, the delay between
pulses can be made arbitrarily large so long cooling dynamics can be
easily studied. However, very short dynamics can only be resolved
with ultrashort pulses with precisely controlled time delay and spectral
characteristics. On the other hand, as CW-PM works in the frequency
domain, short cooling dynamics will result in broad features in the
detuning axis. Thus, CW-PM can easily access ultrafast dynamics,
only limited by the tunability range of the laser source[169]. Conversely,
long dynamics are hard to resolve as they require very accurate control
of the wavelength detuning, often limited by the laser’s bandwidth and
spectral width.

• tr-PV utilizes ultrashort laser pulses (below picoseconds) which induce
’transient heating’ of the sample, where the sample’s electronic tem-
perature will change over time. The electronic peak temperature will
decay exponentially. On the other hand, CW-PM works under steady
state conditions where the sample is continuously excited. Then, a
steady state can form through the interplay between laser heating and
electronic cooling. The frequency resolution is achieved through the
isolation of the response to the nonlinear photomixing signal.

• As tr-PV uses ultrashort pulses, the power density absorbed by the
sample will be quite large and the electronic subsystem can easily reach
temperatures in the order of Te ∼ 1000 K. Conversely, the CW-PM
technique can work at low excitation powers enabling the study of
cooling dynamics for Te ∼ Tl. Therefore, each technique can access a
different regime of electronic temperature after thermalization.

4.3 Studied samples and experimental method

In this work, we study the thermal relaxation time τ of magic-angle
twisted bilayer graphene pn-junctions using both tr-PV and CW-PM. We
explore the dependence of τ with respect to sample temperature, laser power,
spot size and filling of the moiré unit cell. Our temperature-dependent studies
range from room temperature, where graphene systems exhibit ultrafast
cooling times (few picoseconds)[130], down to cryogenic temperatures (∼
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5 K) where the cooling time of intrinsic graphene systems slows down
significantly[233].

We compare multiple twisted devices with an untwisted AB bilayer
graphene sample that does not feature any moiré superlattice or correlated
electronic states. All our samples feature a split top graphite gate that is
used to define a pn-junction (see Figure 4.7). The role of the pn-junction
is two-fold. First, independent control of the two sides of the junction can
help determine the mechanism of photovoltage generation[209, 210]. Second,
’symmetric’ doping of the junction, where one side is biased at +V and the
other is biased at −V , will provide a large, localized photoresponse that
can be used to selectively study the photovoltage at the junction. We also
choose relatively thin top graphite gates to minimize their light absorption.
Panels (c) and (f) in Figure 4.7 show the longitudinal resistance Rxx of the
AB bilayer sample and the MATBG sample (with twist angle θ = 1.24◦,
respectively. The low-temperature resistance establishes the emergence of
correlated resistive states at integer fillings in the twisted device[4] and the
uniform nature of the non-twisted sample.

We note that the focus of this project does not lie in the study of the
photoresponse at the correlated states of the MATBG samples. Thus, when
doping the pn-junctions we do not target integer fillings ν of the moiré flat
bands. As we will show, the observed cooling dynamics are largely insensitive
to the underlying symmetry-breaking ground states at integer ν.

We study the time- and frequency-dependent response of the pn-junctions
for ’symmetric’ doping conditions under zero applied bias (no source-drain
current is applied). Shining with pulsed or continuous laser excitation at the
junction interface, we measure the thermal relaxation time under different
experimental conditions. For both tr-PV and CW-PM, despite their vastly
different peak power density, we maintain a relatively low incident fluence
(∼ 60 nJ/cm−2)

4.4 Temperature-independent carrier cooling in
MATBG

Figure 4.8 summarizes the main finding of this study and the starting
point for the exploration of hot carrier cooling in MATBG. At a lattice
temperature of 25 K, we observe strongly contrasting cooling times between
the MATBG and AB samples, where the twisted device has a much faster
cooling time. While the AB bilayer device exhibits a cooling time τ ∼ 25
ps, consistent with the values found in the literature at this temperature,
electron cooling in MATBG is ultrafast and we observe τ ∼ 3 ps. While
the traces shown in Fig. 4.8 correspond to tr-PV measurements, the same
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Figure 4.7: (a) and (d) sketch the experimental concept, where we study the
optoelectronic response of two pn-junctions: one in AB bilayer graphene (a) and
one in MATBG (d). (b) and (e) present optical images of the two pn-junctions. The
contacts at the junction are labeled A and B. (c) and (f) show the gate-dependence
of Rxx on the non-twisted and MATBG samples, respectively. After splitting the
top gate, we also check the transport characteristics at each side of the junction.
The correlated states in (f), which exhibit virtually no changes between adjacent
contacts, demonstrate the homogeneous twist angle (1.24◦) in the MATBG device.
Credit for panel (f): Jaime Díez Mérida.

behaviour was also observed in the CW-PM measurements.
This striking difference in electron thermal relaxation time, nearly a

full order of magnitude, calls for the examination of the possible mecha-
nisms for hot electron relaxation in MATBG. From this observation, we
hypothesize that the moiré superlattice plays a central role in the enhanced
low-temperature cooling time. In the following, we will contrast the ex-
perimental observations with the different cooling mechanisms we have
introduced. First, we probe the evolution of τ as a function of lattice
temperature.

Figure 4.9a shows the temperature-dependent cooling time for hot carriers
in the AB graphene sample and one MATBG device (twist angle 1.24◦).
For the non-twisted sample τ increases as the temperature is decreased,
from ∼ 3 ps at room temperature to ∼ 25 ps at 5 K. This is consistent
with less efficient e-ph scattering due to a reduced phonon phase space at
low temperatures[249]. Notably, for the magic-angle samples, the electron
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Figure 4.8: Cooling time for twisted and non-twisted bilayer graphene samples at
T = 25 K. The cooling time in MATBG is markedly faster than in the non-twisted
sample.

cooling time remains ultrafast (about 3 ps) from room temperature to 5
K. It becomes apparent that an additional cooling pathway is present in
MATBG samples when compared to the intrinsic bilayer. This pathway
remains efficient down to the lowest temperatures in our experiment. A
natural candidate for this scattering mechanism is the coupling to moiré
phonons, which result from the formation of phononic minibands in the
presence of the superlattice potential[222].

As shown in Figure 4.9b, all conventional phonon-driven cooling mech-
anisms slow down appreciably at low temperatures. In the case of optical
phonon emission, a very large electronic temperature (thousands of Kelvins)
is required to couple to these high-energy phonons[235, 236, 250]. This
process is highly inefficient at cryogenic temperatures. Acoustic phonon
emission is also quenched due to the reduced phonon space at Tl and should
yield cooling times which are orders of magnitude slower (∼ ns)[233]. While
disorder-assisted cooling and coupling to the hyperbolic phonons of hBN are
more efficient at intermediate temperatures (∼ 100 K), these mechanisms
should also slow down when approaching cryogenic temperatures[234, 238].
At the lowest temperature of T = 5 K, supercollision cooling would yield
τ ∼ 100 ps - 10 ns and cooling through hBN phonons is already slower than
the observed τ at 200 K.

Thus, we conclude that the observed ultrafast thermal relaxation in
MATBG cannot be accounted for by these conventional phonon-driven
mechanisms. We note, however, that the observed cooling time for AB
graphene at 5 K is lower than the expectation from these cooling pathways.
We therefore explore diffusive cooling which does not rely on phonon emission
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Figure 4.9: a) Temperature dependence of the cooling time. Strikingly, the cooling
time for both MATBG samples remains ultrafast at cryogenic temperatures. Empty
symbols correspond to CW-PM data. b) Calculated temperature dependence of
the main phonon cooling mechanisms.

and can be more efficient at low temperatures[72, 251].
Diffusive cooling describes the motion of hot carriers away from the

excitation spot, effectively lowering the local electronic temperature. Ex-
perimentally, we can vary the size of the laser spot to check for diffusive
cooling. If the dominant cooling mechanism is diffusive, larger spot sizes
would lead to longer thermal relaxation times, as the hot carriers need to
diffuse longer distances to exit the excitation spot. Figure 4.10 presents the
spot size dependence of the carrier cooling time.

For the AB bilayer sample, τ increases with increasing laser spot size at
temperatures below 100 K. We find that its cooling dynamics, particularly
at 25 K and 50 K, are well explained by a diffusive mechanism 4.10b. For
100 K, the spot size dependence is less pronounced as the carrier mobility is
decreased and the diffusion process slows down. Even then, we observe an
increase in the thermal relaxation time with increasing size of the excitation
spot.

In the MATBG samples, τ remains ultrafast and unchanged by the
increasing spot size. This finding strongly suggests that diffusive cooling
is not the main mechanism for the energy relaxation of the hot carriers in
MATBG. Thus, within the micron-scale laser spot, heat will not spread in
space. Instead, our observations indicate that hot carriers in MATBG can
relax their energy before diffusion takes place.

Next, we study the dependence of the thermal relaxation time on elec-
tronic temperature. Tuning the power of the laser excitation, we can control
the initial temperature of the primary photoexcited electrons which in turn
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Figure 4.10: a) Cooling time vs. laser spot size at different temperatures. For
MATBG, we verify the results with a second device (twist angle 1.06◦) The cooling
dynamics of the twisted samples are unaffected by the laser spot size. For the AB
bilayer sample, τ increases at larger spot sizes, suggesting that diffusion cooling
plays a role in its dynamics. b) Visual representation of the diffusive cooling in AB
bilayer graphene and its absence in MATBG.

will determine the density of hot carriers in the dispersive bands[130]. As
we described before, the tr-PV measurements utilize much higher excitation
powers than for CW-PM.

Increasing the hot carrier population in the dispersive band could lead
to bottleneck effects that slow down the cooling process. Bottleneck effects
could appear for e-ph scattering processes (if the hot carrier population
saturates the available cooling channels) or for phonon-phonon processes
(typically involving the relaxation from optical to acoustic phonons)[234].
Re-thermalization of the electrons can occur in these circumstances, leading
to slower τ .

Figure 4.11 the power dependence of the cooling time for the MATBG
and untwisted samples. The AB graphene sample exhibits a weak power
dependence, where the cooling time increases by 20 % between the CW-
PM and the tr-PV datasets. Note that the change in power is of several
orders of magnitude. For MATBG we do not observe any power dependence,
suggesting that there are no bottleneck effects and the cooling remains
ultrafast independent of lattice and electronic temperature. This observation
also indicates that at partial filling of the flat bands, the interband transition
between the dispersive and the low-energy flat bands does not limit the rate
of cooling (Fig. 4.11). This interband transition must take place on a faster
timescale than the observed τ , even when the hot carrier population in the
dispersive bands is increased.

As the cooling mechanism appears to be driven by the moiré superlattice,
we now explore its dependence on the filling ν of the moiré unit cell. We
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Figure 4.11: a) Carrier cooling time for increasing power density. Both samples
exhibit a weak dependence on optical power. Note that the power is markedly
different between the CW-PM (low power) and tr-PV measurements (high power).
Empty symbols correspond to CW-PM data. b) Interband relaxation process
between the dispersive and flat bands. For partial filling of the flat band, no
bottleneck effect was observed.

define ν = ±4n/ns, where ns is the carrier density corresponding to a fully
filled moiré band. As previously discussed, we gate the pn-junctions in a
symmetric configuration so each filling factor ν corresponds to gate voltages
V (±ν) for each gate. At full filling of the bands (ν = ±4), the system is
expected to behave as a conventional narrow gap semiconductor as all the
states below (above) the dispersive conduction (valence) band would be
occupied (empty).

Figure 4.12a illustrates the cooling time τ across the entire doping range
of the flat bands. The thermal relaxation time remains nearly constant
when the flat bands are partially filled. This suggests that the correlated
electronic ground states that emerge at integer ν do not affect the cooling
dynamics. Near charge-neutrality (ν ∼ 0), the error bars grow larger because
the response of the junction in this configuration is smaller in magnitude.

For full filling of the bands, either with electrons or holes, the cooling
time exhibits a five-fold increase. As demonstrated by the highly resistive
behaviour (see Rxx data), at ν = ±4 the moiré unit cell is fully filled and
the chemical potential lies in the band insulators. Then, hot carriers in the
dispersive bands cannot relax into the flat bands due to the Pauli blockade
and their cooling becomes slower (Fig. 4.12b). Furthermore, at full filling
of the moiré unit cell, we observe a strong dependence of τ with excitation
power (see Figure 4.12c). In contrast to the case of partial filling, a bottleneck
exists for the relaxation of hot carriers into low-energy bands where efficient
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scattering mechanisms are available.
All in all, the findings described here strongly suggest that the moiré

superlattice potential and the enhanced density of low-energy phonons (aris-
ing from the phonon band folding) are responsible for the observed ultrafast
carrier cooling. Next, we will describe a novel electron-phonon scattering
mechanism, electron-phonon Umklapp scattering[252], which explains the
experimental observations and is unique to moiré graphene systems.

Figure 4.12: a) Cooling time across the flat bands for the 1.06º MATBG device.
τ remains nearly constant for a partially-filled flat band. The cooling time rapidly
increases when the bands are nearly full. No features were observed at integer
filling factors ν. b) Bottleneck for hot carrier cooling for full filling of the flat bands.
c) Band diagram illustrating the cooling bottleneck due to Pauli blockade in the
flat bands.

4.5 Ultrafast cooling via novel Umklapp e-ph scat-
tering

Here, we describe the modelling of the experimental observations based
on a novel mechanism for energy relaxation, electron-phonon Umklapp
scattering[252]. This mechanism naturally accounts for the highly efficient,
temperature-independent hot carrier cooling we observe. Umklapp e-ph
cooling is enabled by the coalescence of three different effects in magic-angle
graphene: (1) the increased density of low-energy moiré phonons at the
superlattice scale (Fig. 4.13a), (2) the reduced Fermi surface from the moiré
mini-Brillouin zones (Fig. 4.13b) and (3) the presence of highly localized
Wannier orbitals at the AA sites (Fig. 4.13c). First, we describe the two
relevant regimes in the model.

The theoretical modelling is based on Boltzmann transport theory. At
high lattice temperatures, we consider a minimal model for MATBG con-
sisting of four bands, two flat bands with bandwidth W and two dispersive
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bands whose band edges lie at energy ±∆ (Fig. 4.14a). This temperature
regime is defined by the condition Tl > ∆, where the electron population
at the dispersive bands cannot be neglected. For realistic parameters in
MATBG, this high-temperature regime corresponds to 150 K < Tl < 300
K. In this regime, intra-dispersive band scattering processes dominate the
cooling rate τ−1, while interband (between dispersive and flat bands) and
intra-flat band scattering processes have negligible contributions (Fig. 4.14a).
For intra-dispersive band scattering mediated by Umklapp e-ph processes,
we estimate the thermal relaxation time using this expression:

τ−1 = 6ρ1
πTe

∑
m

ω2
m(

∥∥∥g1,1
m

∥∥∥2
+

∥∥∥g−1,−1
m

∥∥∥2
) (4.6)

, where ρ1 is the density of states in the dispersive hole or electron band,
gn,n

m is the e-ph coupling in the nth band and ωm is the phonon frequency at
the mth band. From this formula, we directly estimate the cooling time τ in
the high-temperature regime. We find a cooling rate that is independent of
the lattice temperature Tl, in agreement with the experimental observations
(see Fig. 4.9a). For low lattice temperatures, we can neglect the dispersive

Figure 4.13: a) Higher-order moiré phonons and the allowed e-ph scatterings. As
shown in the lower panel, the superlattice formation folds the phononic spectrum and
increases the density of low-energy modes. b) Umklapp-assisted cooling represented
in a schematic band diagram. The superlattice modulation creates moiré phonons
that can provide the momentum kick to enable more efficient cooling. c) Upper
panel: Orbital localization in the AA sites of the moiré superlattice. The Wannier
orbitals are tightly confined in the moiré length scale. Lower panel: Schematic for
the Purcell effect in atomic physics. Panel (a) adapted from Ref. [222]. Lower
figure in panel (c) adapted from Ref. [253].

bands in the cooling process as now Tl < ∆ (Fig. 4.14a). Then, as electron
cooling will take place from the low-energy flat bands, we must account for
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the localized Wannier orbitals that compose most of the flat band electronic
states. Strong localization of these Wannier orbitals (in the scale of the
superlattice potential) has been observed in local probe measurements. The
radius of the Wannier orbitals is therefore much smaller than the superlattice
period λ. In the calculations, we assume the radius of the Wannier orbitals
to be ξ ∼ a/6.

The presence of localized electron orbitals will modulate the e-ph coupling
strength in the system. Now, the average momentum transfer q for an e-ph
scattering event involving the localized orbitals will be q ∼ 1/ξ >> 1/a.
Thus, the localized electron orbitals enable the scattering with phonons of
large momentum, which would be prohibited in the absence of the orbital
localization on the superlattice scale. Therefore, flat band electrons can
undergo Umklapp-scattering with these large momentum phonons, being
coupled outside the first Brillouin zone.

It’s important to note that the Umklapp electron-phonon mechanism
differs from supercollision cooling[238], which relies on a significant density
of defects. The superlattice period can provide the required large momentum
scattering for efficient cooling, without the need for defects. Therefore,
the system can exhibit simultaneously ultrafast relaxation time and high
mobility in the absence of defects. In this temperature regime, we compute

Figure 4.14: a) Band diagram for the two intra-band scattering processes con-
sidered in the four-band model. b) Calculation of the Umklapp-assisted cooling
time for MATBG at low lattice temperatures. The model successfully captures the
speed of the cooling process and its weak filling factor dependence.

the thermal relaxation time τ from the equation describing the cooling rate
in the steady state:

τ = Ce(Te − Tl)
J

(4.7)

, where J is the cooling power in the system. For the calculated cooling
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times, one needs to assume a deformation potential that parametrizes the
e-ph coupling in the system. We used a deformation potential D ∼ 16
eV, compatible with previously reported values in graphene. Figure 4.14b
depicts the results of the calculations for the thermal relaxation time at
low lattice temperatures. Indeed, we observe ultrafast cooling times both
for 5 K and 10 K which remains nearly constant as a function of filling, as
long as the flat bands are not fully occupied. Therefore, we conclude that
our experimental observations are consistent with electron-phonon Umklapp
scattering, enabled by the moiré superlattice. For further information on
the theory model and the explicit calculations, we refer the reader to Refs
[222, 252].

It is informative to draw an analogy between the scattering mechanism
discussed here and the Purcell effect from atomic optics. In the Purcell effect,
a single atom embedded in an optical cavity will exhibit an enhancement of its
spontaneous emission rate (upper panel Fig. 4.13c)[254]. This enhancement
stems from the localization of the optical modes inside the cavity, which
leads to stronger interaction between the optical modes and the electron
orbitals in the atom.

In MATBG, we can conceptually replace the electron orbitals (bound
to the atom) with the tightly localized Wannier orbitals in the AA sites
of the superlattice, and the photonic modes with phonon modes. Then,
an increased phonon emission rate would be expected from the enhanced
interaction between phonon modes and localized Wannier orbitals (Fig.
4.13c)[200, 255]. It is precisely this enhancement in the phonon emission
rate that leads to the ultrafast, low-temperature cooling observed in the
experiment.

It’s worth noting that the e-ph Umklapp mechanism is fundamentally
different from phonon-phonon Umklapp scattering (which sets the ther-
mal conductivity in low-mobility systems) and electron-electron Umklapp
scattering[256, 257] (predicted but often obscured in the low-temperature
resistivity of ultraclean metallic systems). The e-ph Umklapp scattering
discussed here is uniquely enabled by the combination of a long-range su-
perlattice, small Fermi surfaces, and localized electron orbitals. As we
have shown, this mechanism remains efficient across a very wide range of
temperatures.
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Chapter 5

Telecom photodetectors
based on 2D high-Tc

superconducting devices

In this chapter, we will describe our efforts to advance the technology of
superconducting photodetectors by employing a high-TC superconductor. In
particular, we will focus on the layered cuprate superconductor BSCCO-2212,
whose superconducting transition temperature reaches ∼90 K even in the
2D limit[89]. Cuprate-based devices could be operated at liquid nitrogen
temperature (77 K), drastically reducing the cryogenic requirements for the
operation of superconducting devices[145]. Although this prospect has been a
topic of discussion since the discovery of high-TC superconductors, it has faced
a multitude of challenges that precluded its realization. The main bottleneck
in the development of HTS devices is their chemical instability[151], as they
quickly degrade under ambient conditions. The strategies we developed to
avoid degradation are extensively described in the fabrication methodology.

Here, we first outline the concept of superconducting photodetectors and
their technological relevance, as well as describe the main photoresponse
mechanisms that underlie these devices. Next, we describe the transport
characterization of the superconducting nanostructures based on exfoliated
thin flakes of BSCCO-2212. Then, we will present and characterize two differ-
ent BSCCO-2212 photodetectors that operate under different photoresponse
mechanisms. The device characteristics (sensitivity, operation conditions,
speed) of each photodetector are also presented.
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5.1 Superconducting photodetectors and photore-
sponse mechanisms

Superconducting photodetectors in technology

The superconducting state, characterized by zero electrical resistance and
perfect screening of magnetic fields, is separated from the ’normal’ phase by
a phase boundary characterized by a critical temperature Tc, supercurrent
density Jc and magnetic field Bc (see Fig. 5.1a). The transition between
these two states across this phase boundary is extremely sharp, regardless
of which of the critical magnitudes is exceeded. This forms the basis for
a variety of quantum sensing devices. Superconducting photodetectors in
particular rely on light absorption to trigger a transition across this phase
boundary[258]. The main advantage of superconducting photodetectors over
those based on semiconductors is their broadband sensitivity, only limited by
small superconducting gaps ∆ ∼ meV. In addition, they don’t dissipate as
much energy as semiconducting devices and exhibit faster response times[258].
While the concept of superconducting photodetectors dates back several

Figure 5.1: a) Schematic phase diagram of the superconducting phase in low-
temperature superconductors (LTS) and high-temperature superconductors (HTS).
b) Illustration of high-speed optical communications. Credit: TELESAT. c) Concept
for on-chip photonics in a planar waveguide platform. Credit: R.J. Shiue and D.
Englund.

decades, it came into focus with the demonstration in 2001 by Goltsmann
et al of single-photon detection by absorption in a biased superconducting
nanowire[259, 260]. The remarkable performance and conceptual simplicity
of these devices kickstarted the ’modern’ generation of superconducting
single-photon detectors. Today, superconducting single-photon detectors
based on calorimetric or avalanche-type response are widely used in tech-
nologies for the detection of faint signals[258]. Their applications range from
detection of faint photon sources in astronomy[261] and deep-space optical
communications[262](Fig. 5.1b), all the way to photonic quantum computing
in free space or on-chip photonic circuits[263, 264] (Fig. 5.1c). Extensive
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research efforts aim not only to optimize the device performance for these
applications but also to provide cheaper and more flexible detection systems
that extend single-photon detection to other areas[265].

Bolometric photodetectors

Superconducting bolometers (or transition edge sensors) are photode-
tectors based on the large dR/dT in a superconductor near its critical
temperature Tc (Fig. 5.2a). A low-Tc superconducting film acts as the
active element with a very low heat capacity C. Thanks to their minute
heat capacity, the absorption of low amounts of energy can induce a large
temperature increase in the device, whose resistance will then change as
dR/dT [261]. Figure 5.2b sketches a two-temperature model for a bolometric
system. The active element (with temperature T and heat capacity C) is
thermally isolated from the environment (at temperature Tbath) by a weak
thermal link. The rate at which the active element and the bath exchange en-
ergy is characterized by the thermal conductance Gth and thermal relaxation
time τ .

Ultimately, the sensitivity of the bolometer is set by the sharpness of
the superconducting transition and the thermal properties of the active
element[261]. To maximize the device responsivity, one must carefully
engineer the thermal link between the active element and the environment.
Increased thermal isolation leads to higher sensitivity but slower recovery
times.

Figure 5.2: a) Superconducting transition with large dR/dT value. b) Schematic
of the bolometric detection principle. Here, T,C,Gth, τ and Tbath represent the
temperature of the active element, its heat capacity, the thermal conductance
between the bolometer and the thermal bath, the thermal relaxation time of the
system and the bath temperature, respectively. c) SEM image of a suspended
bolometer embedded in a THz antenna. Credit: Ortolani, M. at CNR-IFN

The optimal readout circuit for a superconducting bolometer is based on
a superconducting quantum interference device (SQUID) that inductively
senses the current flowing through the bolometer. As the absorbed energy
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breaks Cooper pairs in the active element, its temperature and resistance
increase. The consequent decrease of the current flowing through the device
is accurately sensed by the SQUID. Thus, superconducting bolometers can
be operated in a free-running, continuous operation mode. We note that in
our studies, the bolometric response does not require a complete breakdown
of superconductivity in the device. It’s worth noting that bolometers are
calorimetric detectors, as they are sensitive to the total amount of deposited
energy. This enables bolometers to discern the number of absorbed photons
for a given wavelength λ. The main drawbacks of bolometers are often their
slow response time (∼ ms) and the need for very low cryogenic temperatures
(∼ mK). In addition, they must be carefully designed to engineer the thermal
link (see Fig. 5.2c).

Current-driven avalanche photoresponse

Superconducting nanowire single-photon detectors (SNSPD) constitute
the state-of-the-art technology in terms of single-photon detection[266].
SNSPD’s are based on a non-bolometric detection mechanism that relies on
an avalanche process driven by the photon absorption. They consist of long
superconducting nanowires (widths ∼ 50 - 300 nm) which are often patterned
into a meandering shape to maximize the active area of the photodetector
(Fig. 5.3a). The SNSPD is current-biased close to its critical current Ib ≈ Ic

and is operated below its Tc. We briefly describe a general picture of the
detection mechanism in a current-biased SNSPD.

Photoabsorption leads to Cooper pair breaking, generating a local hotspot
of quasiparticles in the nanowire. In the hotspot, the superconducting phase
is suppressed and the device becomes locally resistive, dissipating energy.
Due to the current bias Ib, a fixed amount of current is now being pushed
through a smaller (superconducting) cross-section of the nanowire. Thus,
the critical current density Jc may be exceeded, leading to an avalanche
effect in which the entire nanowire cross-section turns resistive and blocks
the supercurrent flow[267–269]. After the avalanche process, whose exact
dynamics are still an open question, no supercurrent can flow through the
nanowire and the device behaves as a resistor of value RN . These dynamics
are sketched in Figure 5.3b.

From a circuit perspective, the SNSPD can be simply modeled as a
variable resistor that switches from RSC = 0 to RN if a photon is absorbed.
Due to the photo-induced change of resistance, a voltage peak will appear in
the readout circuit of the SNSPD (see Fig. 5.3c). As we will show next, the
voltage peak is not measured directly across the SNSPD terminals. After
amplification of the voltage signal, this simple device concept enables the
transduction of a microscopic excitation into a macroscopic, measurable
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signal.
Unlike in a bolometer, superconductivity is quenched across the entire

SNSPD so one must reset the device to keep detecting photons. This can be
simply done through the use of a shunt resistor, connected in parallel with
the nanowire[266]. Once the SNSPD becomes resistive, the bias current is
shunted to said resistor, Joule heating is quenched in the nanowire and it can
be cooled back to its superconducting state. The voltage spike resulting from
the resistive switching of the SNSPD is measured across this load resistor,
which abruptly receives an increased current flow. The readout circuit of

Figure 5.3: a) Exemplary SNSPD formed by a long meandering nanowire. Scale
bar represents 1 µm. Credit: NIST. b) Schematic of dynamics of Cooper pair
breaking and hotspot creating in a biased superconducting nanowire. Numbering
of the different stages corresponds to subfigure (c). Adapted from Ref. [270].c)
Illustrative voltage pulse generated by the hotspot avalanche effect in an SNSPD.
Initially (1), the device is superconducting and no voltage drops across the shunt
resistor. In stages (2) and (3), Cooper pair breaking from the absorbed photon
creates a resistive hotspot and the nanowire’s effective superconducting area is
reduced. Thus, the voltage at the shunt resistor grows. (4) Superconductivity is
fully destroyed in the nanowire cross-section, and all current flows to the shunt
resistor. (5) As Joule heating decreases, the bias current returns to the nanowire
and the detector returns to stage (1).

the SNSPD can be optimized to minimize the reset time, which is set by
the relative values of the shunt and device resistance, as well as the kinetic
inductance of the nanowire Lk. We refer the reader to extensive literature
on the reset dynamics of these devices[271–274]. Further discussion of the
readout circuit will be presented in a later section. One further advantage
of SNSPD’s is their very low jitter time, which sets the timing information
for the arrival of the absorbed photon. An optimized SNSPD can detect a
photon with ∼ ps resolution on its arrival time[275], which is highly desirable
for applications in quantum communications[276, 277]. Overall, SNSPD’s
have high detection efficiency, low dark count rate, high detection speed and
low jitter time[258].
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Other photoresponse mechanisms

We note here other superconducting photodetectors besides supercon-
ducting bolometers and SNSPD’s, which are based on alternative detection
principles. Namely, superconducting tunnel junctions[278] (STJ) and mi-
crowave kinetic inductance detectors (MKID)[279], STJ’s are voltage-biased
superconducting junctions in which photo-absorption leads to a finite tunnel
current in the direction of the applied voltage. The magnitude of the tunnel
current is proportional to the absorbed photon energy. STJ’s have been
primarily employed for the detection of high-energy X-ray photons[280].

MKID’s are based on high-quality factor superconducting resonators with
a characteristic resonant frequency f0[279]. When a photon is absorbed in the
resonator Cooper pair breaking leads to a decrease of the superconducting
carrier density, which in turn increases Lk in the resonator. Thus, the
internal quality factor of the resonator decreases and its resonant frequency
f0 is shifted. These photo-induced changes can be read out by embedding
the MKID into a resonant microwave circuit. MKID’s are mainly used in
astrophysics applications[279] as a compact and lower-cost alternative to
superconducting bolometers.

Two-dimensional High Tc superconductors for photodetection

The motivation behind the design of superconducting photodetectors
based on high Tc materials is clear: extending their operation temperature
beyond liquid helium temperature (∼ 4.2 K). A BSCCO-2212 photodetector
could, in principle, be operated up to its critical temperature of about Tc =
90 K. This would drastically reduce the cryogenic constraints for the use of
superconducting photodetectors[145], allowing the design of cheaper, more
flexible photodetection systems which could be used in a wider range of
applications[265].

Current bolometer and SNSPD technologies are based on low Tc super-
conducting thin films such as NbTiN, WSi or Al. These materials can be
readily grown and patterned into various nanostructures using standard clean-
room fabrication. However, superconductivity in these films is intrinsically
three-dimensional, implying that for ultra-thin films the superconducting
behaviour would be lost. This limits the design of low-heat capacity, two-
dimensional superconducting devices. Here, we adopt an alternative strategy
based on the cuprate superconductor BSCCO-2212 whose layered crystal
structure, pictured in Fig. 5.4a, allows the mechanical exfoliation of high Tc

superconducting flakes. Remarkably, the superconducting properties of a
pristine monolayer of BSCCO-2212 were found to be nearly identical to the
bulk superconducting properties[89, 282] (Fig. 5.4b). The study of few-layer
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Figure 5.4: a) Crystal structure of a BSCCO-2212 monolayer (half unit cell).
Each atomic species is color-labeled. The crystal always cleaves at the BiO layer.
b) Superconducting transition for a BSCCO-2212 monolayer and the bulk crystal.
c) Phase diagram for few-layer BSCCO flakes. These ultra-thin flakes can be doped
electrostatically to access different regions of the phase diagram within a single
device. Comparing this phase diagram with that of Fig. 1.4c, we can see how
the essential physics of cuprate superconductivity can be accessed in the 2D limit.
Panels (b) and (c) adapted from Refs. [89] and [281]

BSCCO-2212 samples allows for unprecedented control of its properties,
which can be explored in a single device via electrostatic gating[281] (Fig.
5.4c). One can use the fabrication techniques of van der Waals assembly of
2D layers to build functional superconducting devices based on high-quality
BSCCO-2212 flakes. As described in the Methods, we developed a fabrica-
tion strategy for BSCCO-2212 hBN heterostructures tailored to avoid the
degradation of the thin superconducting flakes. Furthermore, we leveraged
the sensitivity of the superconducting state to the oxygen doping level (see
Figs. 1.4c and 5.4b) to directly pattern nanostructures on the BSCCO-2212
flakes without any etching or milling process. The He-FIB patterning process
enables us to locally modify the hole concentration in the 2D BSCCO-2212
layer.

5.2 Transport characteristics of 2D BSCCO-2212
nanostructures

In this section, we describe the transport measurements performed on our
2D BSCCO-2212 nanostructures. The aim of these studies is the characteri-
zation of their superconducting properties for their use as superconducting
photodetectors. We focus on BSCCO-2212 as it has a layered crystal struc-
ture, from which we can exfoliate thin flakes and assemble van der Waals
heterostructures.

Depending on their transport characteristics, the devices may be used in
a bolometric or an SNSPD-like detection scheme. The initial characterization
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of the devices before He-FIB patterning in the inert atmosphere probe station
was previously described in the fabrication chapter. After the patterning, we
repeat said measurements now inside the Attodry800 cryostat before cooling
down the sample to cryogenic temperatures.

Superconducting transitions

As the sample cools down from 300 K to the base temperature of ∼ 6 K,
we measure its resistance (in either 2-probe or 4-probe configuration) as a
function of temperature. From this one can confirm the superconductivity
in exfoliated BSCCO-2212 flakes, as well as evaluate the quality of the
electrical contacts or the damage induced by the patterning process. While
most devices are operated as detectors in a 2-probe configuration, we present
4-probe data of unpatterned devices to highlight the zero resistance state of
the intrinsic thin BSCCO-2212 flakes below Tc.

Figure 5.5a depicts the 4-probe (or sheet) resistance of an unpatterned
BSCCO-2212 flake of thickness d = 10 nm. Between 300 K and ∼ 150 K, the
resistance decreases linearly with temperature. This behavior is consistent
with optimally doped BSCCO-2212 crystals that exhibit a strange metal
behaviour at elevated temperatures[41, 43] (see Fig. 1.4c). Between ∼ 150
K and Tc, the sample enters a Berezinskii-Kosterlitz-Thouless (BKT) phase
fluctuation regime[283], where the resistance decreases nonlinearly down to
the zero-resistance state at ∼ 75 K. We define the superconducting critical
temperature from the middle of the transition and obtain Tc = 82 K. The
large value of Tc confirms that the superconducting flakes are optimally
doped and that degradation can be minimized in our assembly process.

We typically use a low AC excitation current (≤ 100 nA) to measure R vs.
T to avoid strong electric fields across these fragile devices. We find, however,
that often the electrical bottom contact results in a non-Ohmic contact with
a Schottky barrier. This behaviour likely stems from the insulating nature
of the outer layers (BiO, SrO) of the BSCCO-2212 unit cell (see Fig. 5.4a).
The contact resistance due to the Schottky barrier increases rapidly with
decreasing temperature and can sometimes conceal the evolution of the flake
resistance.

Pushing an additional DC current on top of the low AC excitation, which
can be done directly from the output of the lock-in amplifier, helps overcome
the contact resistance and obtain a cleaner R vs. T curve. Figure 5.5b shows
the superconducting transition of a flake of thickness d = 10 nm for these
two different configurations. For low excitation current, the superconducting
transition appears around 60 K but is measured in series with a significant
resistive background. The large resistive tail appearing below Tc reflects the
temperature dependence of the contact resistance.
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Figure 5.5: a) Sheet resistance versus temperature for a 10 nm thick BSCCO-2212
flake after exfoliation and encapsulation. b) Superconducting transition for low and
high applied bias current. The applied DC offset quenches the contact resistance
and reveals a clean superconducting transition. c) Superconducting transition for a
reference bulk sample (black) and several other patterned nanostructures of varying
dimensions.

Lastly, in Figure Fig. 5.5c we compare the superconducting transition
in several nano-patterned devices with that of a bulk BSCCO-2212 crystal
measured in 4-probe configuration. Nanostructures were measured in 2-
probe. For the nanostructures (devices A, B and C), the superconducting
critical temperature is somewhat reduced to values between 60 K and 80
K while the bulk crystal reaches the zero-resistance state around 90 K. All
in all, the combined effects of the exfoliation, assembly and subsequent He-
FIB patterning can slightly degrade the superconducting properties of the
cuprate thin flakes. Yet, high-temperature superconductivity can be retained
in these nanostructures, paving the way for the development of functional
superconducting detectors based on two-dimensional BSCCO-2212.

Current-Voltage characteristics

Having identified Tc for the superconducting nanostructures, we study
their current-voltage (IV ) characteristics. Using the lock-in amplifier, one
may also study the differential resistance in a dV/dI measurement. Conven-
tional resistors exhibit linear IV curves following Ohm’s law. Instead, IV
characteristics of superconductors are non-linear and reflect the transition
from the superconducting state to the normal state upon exceeding Ic. In
the ideal case, a 4-probe measurement in a sample with sharply defined
superconductivity, no voltage drop appears for |Ib| < Ic and the IV curve
abruptly jumps to a finite voltage value when reaching Ic. Once in the
resistive state, the voltage increases linearly with bias current as for a normal
resistor.

The superconducting nanostructures for photodetection were designed
as 2-terminal devices (see Fig. 2.18). Therefore, in practice, the IV curves
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display a finite voltage when the device is superconducting due to the contact
resistance Rc. Upon exceeding the critical current, the slope of the IV curve
will change according to the total resistance Rc+RN . Figures 5.6a-b depict
the 2-probe IV and dV/dI curves obtained for a nanochannel with 300 nm
width in a flake with 27 nm thickness. The curves exhibit a clear non-linear
behaviour, where the device jumps to the resistive state at Ic ∼ 200 µA. Such
smooth, nonlinear IV curves are commonly known as flux-flow behaviour of
a superconducting nanowire. Although the transition is not extremely sharp
in the IV curve, it becomes apparent in the dV/dI plot, in which one can
also confirm the reduction of the Schottky barrier dominating Rc as the DC
current is increased. The sharpness of the IV curves is reduced by disorder

Figure 5.6: a) IV curve at T = 15 K for a 300 nm wide BSCCO-2212 nanochannel.
In the flux-flow characteristics, there is not a sharp, vertical voltage jump at Ic. b)
Differential resistance for the same device in (a). The superconducting transition,
as well as the decreasing contact resistance, are visible. c) Evolution of IV
characteristics with temperature for a 250 nm wide nanochannel. The transition
gradually smoothens with increasing temperatures.

in the superconducting channel, due to slight degradation of the flakes or
the patterning process. Still, even for a flake of BSCCO-2212 with pristine
properties, the transition in the IV characteristics will become smoother
as the sample temperature increases. As shown in Figure 5.6c, a device
with a sharp, vertical voltage jump at T = 20 K will exhibit a smoother
transition at higher temperatures. Altogether, the IV curves confirm the
superconductivity of the nano-structured thin flakes of BSCCO-2212. As we
will show next, devices with smooth transitions at Ic can be used for very
sensitive bolometric photodetection in a large range of temperatures below
Tc.

First, we conclude the transport characterization of the device by mea-
suring the temperature-dependent transport characteristics. Figures 5.7a-b
show the differential resistance of the BSCCO nanochannel pictured in Figs.
5.6a-b for increasing lattice temperatures. At the lowest temperatures, a
sharp boundary separates the superconducting and normal states. As the
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temperature increases, Ic and the transition becomes gradually smoother.
Between 30 K and the critical temperature (∼ 84 K), the superconducting
phase persists but its phase space is reduced and not sharply separated from
the normal state. This dV/dI map indicates the optimal bias position for
bolometric detection at every temperature, where dR/dT is maximal.

Figure 5.7: a) Differential resistance versus bias current and sample temperature
for the 300 nm wide nanochannel. Above 30 K, the boundary between supercon-
ducting and resistive states is smeared out. b) Linecuts of differential resistance
for the map depicted in (a).

5.3 Characterization of BSCCO-2212 bolometers

Here, we study the bolometric response of the two-dimensional BSCCO-
2212 nanostructures. The optoelectronic setup for telecom wavelengths
is described in the Methods chapter. We start by spatially locating the
nanochannel or nanowire that constitutes the active area of our bolometer.
We bias the device close to its critical current (extracted from the previous
transport characterization) and record the voltage drop across the device as
we scan the laser spot. A large photovoltage signal will appear in the device’s
active area (see Fig. 5.8a). Note that the Ic we measure must correspond to
a constriction within the supercurrent flow in the flake, i.e. in the patterned
nanostructure. Therefore, we expect the photovoltage response when Ib ∼ Ic

to be largest in the active area.
Next, we park the laser spot on the active area of the device and study its

bolometric response. To do this, the voltage drop across the nanostructure
is measured as a function of bias current Ib and sample temperature Ib. The
resulting current and temperature-dependent response is shown in Figure
5.8b. The device response is presented in terms of its responsivity R, which
quantifies the photovoltage signal normalized by the incident laser power.

At T = 10 K, the response is negligible below Ib ∼ 100 µA and increases
rapidly as Ib ∼ Ic. The signal develops a strong peak at Ic, where dR/dT
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is largest, confirming the bolometric nature of the observed photoresponse.
Thus, the largest response takes place at the phase boundary between the
superconducting and resistive states. This can be confirmed by comparing
the current-dependent bolometric response with the transport characteristics
in 5.7b.

The device responsivity at Ic is extremely large, reaching 1.67 x106

V/W at T = 10 K. As the lattice temperature increases, the position of
the response peak shifts to lower currents (Ic decreases). The smoother
phase transition at higher temperatures results in lower peak values of Vph

with a broader current dependence. Around 60 K, the bolometric response
ceases to have a maximum around Ic and increases monotonically (albeit not
linearly) with Ib. Even at 77 K, the bolometric response is remarkably large,
in the order of 2 x105 V/W[167]. The device performance is quantified in

Figure 5.8: a) Schematic of the device configuration and spatially-resolved
photovoltage response of the BSCCO-2212 nanochannel. The image presents an
overlay of an optical image and the response map. b) Device responsivity versus
bias current for different lattice temperatures. Bolometric photoresponse peaks at
the temperature-dependent critical current. At higher temperatures, the transition
is smeared and the photoresponse peak is not well-defined. c) Summary of the
bolometer performance, in terms of R and NEP for different temperatures. The
NEP is shown for two different sampling speeds, along with the theoretical limit
for the NEP in our setup (only limited by thermal noise).

terms of its responsivity R and noise equivalent power (NEP). The NEP is
defined as the incident power for which the device registers a signal equal
to its noise floor in a 1 Hz bandwidth. Thus, the NEP can be expressed
as NEP =

√
PSD/R = 1, where PSD is the power spectral density of the

system. In Figure 5.8c we summarize the device performance for a different
bolometer based on BSCCO-2212, whose peak responsivity and NEP (at
T = 15 K) reached 2.33 x107 V/W and 707 aW/Hz1/2, respectively[167].
Note that the NEP value will also depend on the bandwidth used in the
measurement. Slower measurements of the bolometric response will yield
a higher responsivity and a lower NEP. We find that the measured NEP is
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limited by the noise floor in the setup. With an ideal thermal noise floor,
limited only by Johnson noise, the NEP may be reduced by one order of
magnitude (see black trace in Fig. 5.8c).

All in all, the BSCCO-2212 bolometers presented here achieve record
performance in terms of responsivity when compared to previous reports of
HTS bolometers[284]. They also exhibit comparable performance to many of
the well-established, low-Tc bolometers; albeit at much higher temperatures.
Next, we will explore the detection speed of the BSCCO-2212 bolometric
photodetectors.

Studying the response time through CW photo-mixing

Next, we discuss the speed of the bolometric detection in these devices.
As the bolometric response is proportional to the temperature increase in the
sample, we can use the CW-photomixing technique[169] to study the cooling
time of the system, i.e. the time dynamics of the bolometric response. The
photomixing measurements are summarized in Figure 5.9a-b. The response
of the bolometer to the photomixing signal as a function of heterodyne
frequency Ω is best described by two overlapping Lorentzians. We find
a fast (∼ 200 ps) and a slow (∼ 2 ns) timescale with weak temperature
dependence[167]. The intrinsic gap dynamics in bulk BSCCO-2212 were
found to be much faster, in the order of few picoseconds[285]. Thus, we
believe the observed timescales are related to the diffusion of heat through
the insulating barriers defined with the He-FIB. The nanosecond timescale

Figure 5.9: a) Photomixing response Vmix as a function of heterodyne difference
frequency Ω. The thermal relaxation timescale(s) can be deduced from the FWHM
of the Lorentzian lineshape(s). b) Temperature-dependent thermal relaxation times
extracted from the photomixing study of a BSCCO-2212 bolometer. The slower
timescale limits the detection speed to a few nanoseconds. c) Bode plot of the
normalized photomixing response as a function of heterodyne modulation frequency.

sets the maximum operating speed of the bolometric detector at around 175
MHz. In Figure 5.9c we show the normalized response to the photomixing
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signal as a function of the modulation frequency. The magnitude of the
response is nearly unchanged up to ∼ 100 MHz, all the way from 15 K to
77 K. Faster operation speeds (∼ 0.1 GHz) can be achieved at the expense
of a decrease of one order of magnitude in the response. These findings
demonstrate that bolometric detectors based on BSCCO-2212 offer ultra-
sensitive detection at telecom wavelengths, with nanosecond relaxation times
and operating temperatures up to 77 K[167].

Integration of 2D BSCCO-2212 bolometers on planar waveg-
uides

Lastly, we demonstrate the integration of the HTS bolometers in planar
photonic circuits based on SiN waveguides. The prospect of on-chip photonics
relies on the development of efficient ways to emit, manipulate and detect
light that travels inside a waveguide using suitable components[263, 264].
Due to the two-dimensional nature of the BSCCO-2212 bolometer, it is
natural to explore their use in integrated photonic circuits (Fig. 5.1c).

The chips used in this study feature grating couplers, which can take
focused laser light as input and couple it in-plane and a long waveguide
channel where the light is confined. The waveguide chips were produced
at CNIT, Pisa by the group of Marco Romagnoli. To bias the integrated
device, we simply fabricate two-probe electrical contacts along the waveguide
and perform our standard stacking and nano-patterning process for a device
placed on the waveguide (see Fig. 5.10a).

The lower panel of Figure 5.10b demonstrates the response of the bolome-
ter integrated on the waveguide in two different configurations. In both
images, we overlay optical images of the waveguide chip to clarify the scan
position. On the left, we illuminate directly on top of the bolometer using
the focused laser beam and observe standard bolometric response when
Ib ∼ Ic. The response maximum appears at the narrowest point of the
patterned nanostructure. Therefore, the waveguide-integrated bolometer
still can be operated directly without using the in-plane waveguide coupling.
On the lower right panel of Fig. 5.10b, we show the bolometric response
when the flake is not directly illuminated. Instead, we park the laser spot at
the grating coupler and couple the light into the waveguide. As before, we
observe a clear photovoltage response that arises from the coupling between
the light traveling along the waveguide and the BSCCO-2212 bolometer.
Note that the device is located millimeters away from the grating coupler,
evidencing that indeed we observe response from the light confined on the
waveguide. The observed response is much lower in this configuration, but
we attribute this to large losses (∼ 35 dB) from the grating coupler. Our
experiment is restricted to perpendicular incidence, while the grating coupler
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Figure 5.10: a) Schematic of the device concept for waveguide-coupled 2D bolome-
ter based on an hBN/BSCCO-2212 nanostructure. b) Upper panel: Overview of
the main parts of the SiN chip, including a grating coupler and electrical contacts
for the bolometer along the waveguide. Lower panel: (Left) Overlayed optical
image of the BSCCO-2212 flake and its photoresponse under direct illumination.
(Right) Image of the grating coupler and photoresponse signal from the bolometer
when illuminating only the grating coupler. Credit panel (a): Paul Seifert.

is optimized for oblique incidence.
Here, we have demonstrated the possibility of integrating the high-Tc

bolometers with fast response, high responsivity and operating temperatures
into planar architectures for photonic circuits[167]. We highlight that,
potentially, the coupling through the evanescent modes of the waveguide
could yield higher coupling efficiencies with the ultra-thin superconducting
flakes. Further engineering of photonic circuits and integrated devices could
boost various photonic quantum technologies.

5.4 Single-photon detection in hysteretic 2D BSCCO-
2212 nanowires

In this section, we focus on the non-bolometric, avalanche response
observed in high-quality BSCCO-2212 nanostructures with hysteretic IV
characteristics. As we will show, the observed avalanche response allowed
us to reach single-photon sensitivity at a remarkable temperature of T =
20 K[168]. First, we will explain the connection between the hysteresis
observed in transport and the appearance of an avalanche response upon
photo-absorption. Next, we underscore the need for a shunting circuit of the
device and discuss how we construct it. Then, we show the emergence of
SNSPD-like response in our devices and discuss the statistics of the photo-
induced clicks- Finally, we demonstrate the single-photon sensitivity in these
devices and put forward possible avenues for the improvement and scalable
implementation of such high Tc superconducting single-photon detectors.
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Hysteretic IV characteristics in high-quality samples

For some of the highest quality BSCCO-2212 samples, whose critical
current densities exceed 106 A/cm2, we observe markedly different IV
characteristics. Their IV curves, shown in Figure 5.11a, are characterized by
a sharp, vertical voltage jump at the critical current Ic and the appearance
of hysteretic behaviour. After switching onto the resistive state, when the
bias current is ramped down the device does not recover its superconducting
state at the expected value Ic. Instead, the device remains resistive until the
current is lowered further to a value known as the retrapping current Ir < Ic.
Therefore, a hysteresis loop appears in the IV curves between Ir and Ic. This
behaviour persists at higher lattice temperatures, as shown in Figure 5.11b
for T = 20 K. The hysteresis indicates the existence of a bistable state[286–
288] for bias currents Ir < Ib < Ic that can be exploited for highly sensitive,
non-bolometric photodetection as that found in SNSPD’s[258, 267, 268].

Figure 5.11: a) Hysteretic IV characteristics for various devices with different
dimensions and nanostructure designs at T = 10 K. The bias current and voltage
of each curve have been normalized for visual clarity. b) Hysteretic IV behaviour
persisting at T = 20 K for a 250 nm wide nanochannel.

Microscopic origin of the hysteresis, avalanche response

The bistability of the IV curve originates from Joule heating. When the
device is resistive, it dissipates power P according to P = I2

bRN due to the
applied bias current Ib, which continues to flow after superconductivity is
broken. Thus, for Ir < Ib < Ic the power being dissipated in the nanowire
precludes it from recovering the superconducting state and the bistable
condition is reached[267–269]. This bistability is generally attributed to the
presence of a self-heating hotspot. Further decrease of the bias current below
Ir allows the cooling power of the cryostat to counter the Joule heating effect
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and the device switches back to the superconducting state (see Fig. 5.12a).
The hysteresis depends on the electro-thermal balance of the nanowire,

which is set by its transport characteristics (critical current density, normal
state resistance and dimensions) and the thermal conductance between the
nanowire and its environment[271, 272]. As shown in Figure 5.12b, the
hysteresis loop in our devices closed around 30 K, likely due to a combined
effect between lower Joule heating and increased thermal conductance in the
nanowire. We also note that a decrease in the thermal conductance of the
nanostructures, perhaps favoring the stabilization of self-heating hotspots,
could be due to slight amorphization of the nanostructure edges[158].

Figure 5.12: a) Illustration of the hysteresis loop arising from the stabilization of a
self-heating hotspot in the nanowire. The device can exhibit bistability between the
superconducting (blue) and dissipative states (red). c) Temperature dependence of
the critical and retrapping current in the 250 nm wide nanochannel. The hysteresis
loop remains finite up to ∼ 30 K.

Crucially, the hysteretic transport properties are the basis for SNSPD-
like avalanche photodetection when Ib ∼ Ic. After photoabsorption, a local
hotspot of quasiparticles can expand and create an avalanche effect upon
which the entire nanowire turns resistive[266]. The bistability of the transport
characteristics of a superconducting nanowire (without any optical input)
can be exploited in an SNSPD if one can trigger the creation of a self-heating
hotspot via optical excitation.

We highlight here the feasibility of switching the entire nanowire through
optical excitation by demonstrating latching behaviour. At a constant bias
current Ib, the device will not transition back to the superconducting state
once it turns resistive, as the Joule heating cannot be countered. This
permanent switch is known as latching[271–274]. The bias current through
the device is fixed at Ib ∼ 0.95Ic and we read out the source voltage needed
to source Ib. If the device turns resistive, the necessary source voltage to
maintain constant current flow will increase.

We now scan the laser spot across the sample, near the active area of the
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biased nanostructure (a meandering nanowire in this case). See Figure 5.13a
for the location of the nanowire and the directionality of the scan. As shown
in Figure 5.13b, the nanowire is initially in the superconducting state (low
source voltage applied) as the laser spot is scanned several microns away
from the biased nanowire. This confirms that illuminating the unpatterned
BSCCO-2212 areas does not trigger any response from the nanowire, even
though Cooper-pair-breaking is taking place. As soon as the laser spot

Figure 5.13: a) Overlayed optical image and reflectivity from a BSCCO-2212
meander nanostructure. The yellow arrows indicate the direction of the scan, while
the white dashed line indicates the first point where the laser spot overlaps with the
nanowire. b) Applied source voltage for the current-biasing of the meander device.
As soon as the laser spot is incident on the device’s active area, the nanowire
becomes resistive and the applied source voltage increases. As the device latches
after photodetection, the source voltage remains high even when the laser spot is
away from the nanowire.

overlaps with the biased nanowire, the device turns resistive and the source
voltage increases. As the bias current is fixed, the device does not recover
superconductivity even when the laser excitation does not overlap with the
nanowire. Thus, it is possible to ’latch’ BSCCO-2212 devices with hysteretic
transport behavior. In the following, we will include a shunt circuit that
allows the detector to self-reset after switching. It is hard to pin down what
constitutes a ’high quality’ BSCCO-2212 device that would exhibit hysteresis.
In literature, the critical current density Jc was found to be a good predictor
of the device quality[289, 290]. For reference, in Fig. 5.14 we summarize the
main characteristics of the studied hysteretic devices.

Choosing a shunting circuit

A crucial aspect of an SNSPD is its free-running operation, i.e. the
SNSPD can reset itself without external input after every detection event.
For this, an electrothermal feedback circuit[271] is used, which is based
on modeling the SNSPD as a variable resistor. In Figure 5.15a, we depict
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Figure 5.14: Table summarizing the device characteristics for the hysteretic
BSCCO-2212 nanostructures reported in this study.

the basic principle of the resetting circuit. On the left side, the SNSPD is
sketched as a circuit element with 2 parallel paths: one is non-dissipative
(closed switch) and represents the superconducting state, and the other
represents the normal state resistance RN .

Crucially, the superconductivity can be destroyed if a photon is absorbed
(open switch), forcing the bias current to flow through RN and produce
Joule heating. In this condition, superconductivity will not be recovered.
Thus, a shunt or load resistor RLoad is connected in parallel to the SNSPD so
that Ib is re-directed once the switch opens and the Joule heating is rapidly
reduced. As the switch closes, the detector is reset and can detect absorbed
radiation once again. In the SNSPD branch, we include a series resistor RC

that represents the non-negligible contact resistance in our devices. The

Figure 5.15: a) Schematic of the central elements of the reset circuit. The SNSPD
is modeled as a superconducting switch in parallel with the device normal state
resistance RN . In series with both paths, the contact resistance is represented as
Rc. A load resistor RLoad is connected in parallel with the SNSPD to shunt away
the current once the superconducting switch is opened due to photoabsorption. b)
Differential resistance of a 250 nm wide BSCCO-2212 nanochannel at T = 20 K.
The extracted resistances for each state of the device inform the choice of RLoad.
c) IV curves for the same device for different choices of the load resistor. The 1
kΩ load resistor provides an ideal tradeoff between closing the hysteresis loop and
retaining a vertical voltage jump at Ic.

suitability of the shunting circuit depends on the resistances involved. One
should choose a load resistor such that RC < RLoad < RN . We measure the
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2-probe differential resistance dV/dI of the device (Fig. 5.15b) to determine
the values of RC = 280 Ω and RN + RN = 1.5 kΩ. Therefore, we choose
a load resistor RLoad = 1 kΩ which satisfies the condition state above. In
Figure 5.15c we depict the IV characteristics for the 250 nm nanochannel
device using different parallel load resistors.

In the absence of the load resistor (∞), the full hysteresis loop is observed
and the optical response would lead to latching. Adding RLoad shifts the
total bias current to higher values and decreases the size of the hysteresis
loop, both in voltage and current. For RLoad = 0.5 kΩ, the device does
not exhibit a well-defined voltage jump at the superconducting transition.
However, RLoad = 1 kΩ, the hysteresis loop is nearly closed, implying that
the electrothermal feedback is improved, while the IV curve still features a
sharp transition. In the following, we focus on the optoelectronic response
of the BSCCO-2212 SNSPD with this load resistor.

Click response of the shunted device

The full circuit used for the self-resetting SNSPD operation of these
devices is sketched in Fig. 5.16a. The bias current is applied over a 10
kΩ resistor. The voltage spikes arising from the sudden re-direction of
the bias current (upon photoabsorption) are first amplified with a room-
temperature low-noise amplifier (LNA) and then measured by a high-speed
lock-in amplifier with input impedance of 10 MΩ. The SNSPD also has an
intrinsic kinetic inductance Lk which affects the dynamics of the circuit. We
estimated Lk from the reported magnetic penetration depth of BSCCO-2212.
Our circuit differs from the standard SNSPD readout, which involves the use

Figure 5.16: a) Full shunting circuit for the SNSPD operation of the BSCCO-2212
nanostructures. In addition to the elements described in Fig. 5.14a, the bias branch
and the voltage readout are shown. LNA stands for low-noise amplifier, whose
configuration is specified in the sketch. The voltage output is monitored using
a high-speed lock-in amplifier represented as an input impedance of 10 MΩ. b)
Appearance of voltage spikes at the voltage output as the attenuation of laser input
is reduced.
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of a bias tee for DC bias and AC readout of the detector[266]. Unfortunately,
not all the circuitry in the setup is RF-compatible. The use of an RF bias tee
in our circuit did not lead to reproducible detection of photo-induced clicks.
Instead, we opted to use low-frequency AC instruments for the readout. Thus,
the detection speed in our devices suffered from the non-optimal readout
circuit. Shortly, we will discuss the observed reset time and highlight other
studies that managed to optimize the readout circuitry for BSCCO-2212
devices.

Due to the low yield of hysteretic BSCCO-2212 nanostructures, we
could not tailor the nanostructure design or readout circuit for each device.
Furthermore, the chemical instability of the thin cuprate layer[151] also sets
a time constraint in the photodetection experiments.

In Figure 5.16.b we depict the voltage measured at the circuit output over
a 1-second window for different levels of optical power. The device was biased
at Ib ∼ 0.98Ic. For very high attenuation (90 dB) no spikes were observed,
implying that the bias condition is stable and superconductivity is not broken
in the absence of photon input. As the attenuation is lowered, more and more
voltage spikes appear over this time window. Thus, we conclude that we can
indeed observe SNSPD-like response to telecom photons in the BSCCO-2212
devices. In the following, we will explore the statistics of these ’detection
events’ as a function of applied bias and laser power. First, we verify that the
clicks stem from the active area of the device and inspect its characteristic
timescale.

To confirm that the detection events arise from the nanochannel, we
monitor the voltage output as we scan the laser spot near the device (Fig.
5.17.a). Unlike in Figure 5.13, the device does not latch after a detection
event, thanks to the shunting circuit. We can correlate the position of maxi-
mum response (or switching rate) to the constriction in the nanostructure,
which sets the measured Ic. Absorption of photons one micron away from
the constriction does not lead to a significant switching rate. As mentioned
before, the dynamics of current shunting (that take place once the device
turns resistive) are not optimized in this experiment. Consequently, the
time traces of the detection events (measured using an oscilloscope) reveal
a rather slow resetting of the device (Fig. 5.18a). Photoabsorption at t =
0 rapidly leads to the avalanche effect and the complete switching of the
device. This takes place on a sub-microsecond timescale, reflected in the
rise time of the time trace. Then, the detector relaxes and the bias current
returns to it on a longer timescale, with a reset time of τ ∼ 700 µs.

This slow reset time likely stems from the non-optimal readout circuitry.
The intrinsic thermal relaxation time for BSSCO-2212 in the absence of the
avalanche response was found to be in the nanosecond regime[167]. Therefore,
these devices could operate at much higher detection speeds if the circuit is
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Figure 5.17: a) Spatially resolved response of the BSCCO-2212 nanochannel. To
avoid latching, we over-shunt the device for this measurement and then repeat the
same measurement with the proper SNSPD readout circuit. b) Switching rate of
the BSCCO-2212 SNSPD along the yellow dashed line in (a).

optimized. Even then, understanding the electrical and thermal properties
of these complex devices is important for the optimal engineering of their
readout. In fact, a different group demonstrated ∼ ns reset times of similar
devices using a bias tee circuit[288], see Fig. 5.18b. Perhaps most notably,
they included a series inductor in the shunting branch of the circuit. This
element helps block the high-frequency voltage spikes from re-entering the
DC branch of the circuit, which could cause latching effects.

Figure 5.18: a) Trace for an individual voltage spike using the circuit depicted
in Fig. 5.16a. The inset sketches the full resistive switching across the nanowire’s
cross-section. The extracted relaxation time is τ = 712 µs. b) Time traces from the
photoresponse of a BSCCO-2212 meander at two different temperatures, revealing
nanosecond reset times. The improved readout circuit used in this experiment is
shown as an inset. Panel (b) adapted from Ref. [288]
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Counting detection events

To gather statistics about the detection events, one needs to define a
criterion for what constitutes a detection event or photon click. Often in
commercial SNSPD’s, the voltage spikes are easily distinguishable from the
noise floor and this criterion can be defined right away. Looking at the
voltage spikes (Fig. 5.19a), it becomes clear that not all the detection events
have the same magnitude and that the noise floor may exhibit some small
spikes on its own. Therefore, we must define a consistent criterion to build
detection statistics.

We used the following protocol. At each bias current Ib, we record the
output voltage for 5 minutes under no illumination (laser off, optical window
blocked). This helps us characterize the noise floor and the number of dark
counts (voltage spikes unrelated to the intended input). Then, we construct
a histogram of all the recorded voltages over this time window (see Fig.
5.19b) and fit it to a (skewed) Gaussian distribution, obtaining its mean
µ and standard deviation σ. As the photo-induced voltage spikes appear

Figure 5.19: a) Exemplary voltage output over a 2-second window. The voltage
spikes only appear when the device is illuminated by the telecom laser. Note that
not all the voltage spikes have the same amplitude. b) Histogram of the recorded
voltages over 5 minutes for the BSCCO-2212 SNSPD in dark conditions. The mean
and standard deviation of the distribution at each bias current are used to define a
threshold voltage at each Ib value.

clearly above the noise floor, we must define a ’trigger’ or threshold voltage
for what constitutes a detection event. We define an Ib-dependent trigger
voltage as Vtrig(Ib) = µ(Ib) + Nσ(Ib). Thus, we set the detection events
to constitute a certain percentile of the tail of the distribution of voltage
values during a 5-minute window. In Figure 5.19b, the vertical dashed lines
indicate the position of the threshold voltage for different values of N. In
the results we show next, we have counted the detection events using N =
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3.5. However, we will also show how the main experimental observation in
this study is independent of the choice of this trigger voltage.

Bias current dependence

We first examine the device’s switching rate (number of detection events
in a 1-second window) as a function of the applied bias current. As mentioned
before, if Ib is much lower than the device’s critical or switching current,
no detection events should take place as the condition for the avalanche
response is not fulfilled[288]. On the other hand, we expect the switching
rate to increase as Ib approaches Ic.

As shown in Figure 5.20a, the BSCCO-2212 SNSPD follows the expected
trend. Below Ib ∼ 0.8Ic, the rate of detection events is negligible. Above
Ib ∼ 0.9Ic, the switching rate rapidly increases. If the device is biased at Ic

or above it, it enters a regime of fluctuations where it switches between the
superconducting and resistive state without any optical input. It is therefore
not a viable bias regime for the SNSPD. The grey squares in Fig. 5.20a
depict the dark count rate measured under the same experimental conditions.
The dark count rate increases as we approach the device instability at Ic but
remains lower than the total count rate under illumination.

Figure 5.20: a) Bias current dependence of the switching rate for the 250 nm wide
nanochannel under low power illumination and dark conditions. Shaded rectangles
highlight the two bias conditions for the results in Fig. 5.22a. b) Representative
bias current dependence for the photon and dark count rate of a standard, low-
temperature SNSPD device. Panel (b) adapted from Ref.[266]

We contrast this behaviour with the Ib dependence of the count rate for
a representative SNSPD device (Fig. 5.20b). The trend of the response is
qualitatively similar between our device and the standard SNSPD[258, 266].
However, two main differences stand out: (1) the switching rate in our device
does not saturate and (2) the dark count rate of our device has a similar Ib
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dependence as the total switching rate. The lack of saturation indicates that
the internal efficiency of the device is not 100%, i.e. not all absorbed photons
in the active area will lead to a detection event. Commercial SNSPD’s
often display a saturated detection efficiency around 0.95Ic. We note that
the nanochannel devices can have a position-dependent Ic, as the device
cross-section is not uniform[291]. Then, as Ib changes, the active area (the
area where the intended bias condition is fulfilled) will change its size and
the device sensitivity changes. This has been connected to non-saturating
switching rates in nanochannel devices[291].

Regarding the dark count rate, these false detection events often arise
due to thermal fluctuations that can trigger the detector when Ib ≈ Ic.
Thermally activated dark counts are known to exhibit an exponential Ib

dependence, different from the switching rate that has a sigmoidal bias
dependence (Fig. 5.20). In our devices, however, both rates exhibit very
similar evolutions. This observation suggests that the dark counts in this
experiment are not of thermal origin. Instead, we hypothesize that the
observed dark counts originate from the absorption of stray photons at other
wavelengths. In particular, we make use of a room-temperature objective
that sits millimeters away from the sample. It’s likely that thermal photons
from the ’hot’ objective reach the detector even when the laser is blocked,
leading to the observed dark count rate with ’photon-like’ bias dependence.

Poissonian statistics of the click response

In the previous discussion, we explored the appearance of photo-induced
voltage spikes, their timescales and their Ib-dependence. Nevertheless, we
have not yet investigated the sensitivity of the device. In other words, the
SNSPD-like response could be originated by the absorption of a single-photon
or a thousand photons. We address the device’s photon sensitivity by looking
at the statistics of the switching events as a function of laser power. For a
highly attenuated laser source, the absorption (and detection) of a photon
in a current-carrying superconducting nanostructure constitutes a rare and
uncorrelated event[292]. The SNSPD, provided that it’s fully reset, does
not retain information about previous detection events and consecutive
photodetection processes are uncorrelated. The photo-induced clicks are
rare due to the low photon fluence incident on the nanowire. Thus, the
statistics of the detection events in an SNSPD are governed by Poissonian
statistics[292].

The Poisson distribution is a discrete probability function describing the
probability of an event happening k times over a certain time window, given
that the mean number of events in that frame is λ. The probability for k
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Figure 5.21: a) Poissonian probability function for increasing mean number of
events λ. b) Poissonian distribution of the power-dependent switching rate for a
BSCCO-2212 SNSPD. Panel (a) adapted from Wikipedia.

events is then given by:

P (X = k) = λk e
−λ

k! (5.1)

Figure 5.21a depicts the Poisson probability distribution for different values
of λ. For large values of λ (for which the events are no longer rare), the
Poisson distribution is equal to the Gaussian distribution.

In terms of photodetection in an SNSPD, the number of events k can be
associated with the simultaneous absorption and detection of k photons and
λ can be linked to the mean photon number, i.e. the laser power[292]. As
such, when λ is very low, one expects to mostly observe no detection events
and some events due to a single-photon being absorbed. As the optical
power is increased, the probability of no detection events in a time window
is lowered and the probability for multiple photons to be detected at once
k > 1 increases. The device response will only follow Poissonian statistics if
it’s triggered by a few photons.

To inspect the switching statistics, we fix the bias current at Ib = 0.97Ic

, record the voltage output at different laser powers and count the spikes
per time bin. The bins are chosen according to the device reset time, to
avoid counting a single spike multiple times. As we show in Figure 5.21b,
the switching statistics of the BSCCO-2212 devices are well described by
Poissonian statistics at low laser powers. This finding indicates that indeed
the observed response corresponds to single or few-photon events.

Single-photon sensitivity at T = 20 K

The sensitivity of these SNSPD-like detectors can be further characterized
through their Poissonian distribution. Inspecting Eq. 5.1, one can formulate
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what is the probability (given that the incident power is low, λ << 1) for
a k-photon event, i.e. to detect k incident photons in the superconducting
nanowire. For instance, for a single-photon event (k = 1), the probability
is given by P (k = 1) ≈ λ. Thus, the detection probability (or switching
rate) for single-photon events should evolve linearly with the mean photon
number or input laser power.

We focus on the device sensitivity at a temperature of T = 20 K, far
beyond what’s attainable with standard SNSPD’s. As the device sensitivity
is largest when Ib ≈ Ic and the superconducting nanowire is closest to
the transition, we apply a bias Ib = 0.97Ic and study the evolution of the
switching rate with increasing laser power. Figure 5.22a depicts a log-log
plot of the power dependence of the switching rate in this bias condition
(blue circles). The switching rate evolves linearly (k = 0.95 ± 0.03 from
the best fit) with increasing optical power, demonstrating the single-photon
sensitivity of the BSCCO-2212 nanostructures. We have verified such single-
photon sensitivity across multiple devices and at temperatures of T = 15 K
and T = 20 K.

It’s important to note that the observation of single-photon sensitivity is
robust with respect to the choice of threshold voltage. For any reasonable
value of the trigger (above the noise level), the linear power dependence of
the switching rate is observed (Fig. 5.22b). Note that for a lower threshold
(N = 2), the switching rate at lower optical powers is increased (due to
false counts not far from the noise floor) and the overall slope of the curve
is sub-linear. This non-physical sublinear dependence indicates that this
threshold voltage is not discriminating properly the detection events from
the noise floor.

One may also ask what is the sensitivity of the detector to multi-photon
events (when k > 1). In large-area SNSPD’s based on meandering nanowires,
multi-photon events are extremely rare. The large active area of the device
makes simultaneous absorption of multiple photons (within the size of
a hotspot) highly unlikely. However, in nanochannel devices where the
active area is smaller, statistics from multi-photon detection events can be
observed[291].

The Poissonian probability function helps us identify the signatures of
multi-photon events. For 2-photon events, we expect a quadratic power
dependence of the switching rate; while for 3-photon events, this dependence
is expected to be cubic. In a log-log plot, these would correspond to lines
of slope m = 2 and m = 3, respectively. To investigate the appearance of
multi-photon events, we inspect the photodetection statistics of the device
at lower bias currents (see red rectangle in Fig. 5.20a). The hypothesis is
the following: while a single-photon may not efficiently lead to a detection
event at a given bias current Ib, the absorption of two photons might be
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Figure 5.22: a) Log-log plot of the power dependence of the switching rate for a
BSCCO-2212 nanochannel at T = 20 K. Blue circles (red triangles) correspond to
the high (low) bias condition and demonstrate the single (multi) photon sensitivity
of the device. b) Robustness of the single-photon sensitivity with respect to the
choice of a threshold voltage.

sufficient to trigger the resistive switching of the device[291].
The red triangles in Figure 5.22a illustrate the power dependence of the

switching rate at Ib = 0.85Ic. The number of switching events evolves in a
drastically different way than at Ib = 0.97Ic. First, they appear at higher
laser powers overall, as the probability for multiple incident photons grows.
Second, the switching rate grows much faster than for single-photons. The
best power law fit yields a slope in the log-log plot of k = 2.93 ± 0.13,
strongly suggesting that 3-photon detection events dominate the switching
rate at this bias condition. We also observe a regime for 2-photon sensitivity
between the two discussed bias conditions. However, our experimental data
from that regime is not comprehensive enough.

We have therefore demonstrated the single-photon sensitivity of BSCCO-
2212 SNSPD’s to single telecom photons at a temperature of T = 20 K[168].
This extreme sensitivity was enabled by the high quality of the nanopat-
terned devices, which exhibit large critical current densities along with sharp
voltage jumps and hysteresis loops in their IV characteristics. Lastly, we
observed clear signatures of multi-photon detection, further confirming their
SNSPD characteristics[168]. The speed and efficiency of these HTS devices
should be examined more thoroughly in future work. Improvements in
the readout circuit and benchmarking of the devices in pulsed and time-
correlated measurements stand out as the next steps to characterize the
device’s performance.
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Chapter 6

Outlook

In this closing chapter, we discuss future prospects of the overall research
field and the concrete topics presented in this thesis. The study of 2D
materials and vdW heterostructures, now two decades old, keeps attracting
extensive interest and producing remarkable physical phenomena. Its techno-
logical impact, which is not significant yet, may very well arise in the coming
decades. The expansive library of 2D materials, nowadays expanded via
large-scale computations[250, 293, 294], ensures that vdW heterostructures
may constitute the material foundry of the future.

Furthermore, moiré physics has reinvigorated the study of correlated
phenomena in 2D materials[3]. The study of 2D moiré quantum matter is
only now in its infancy but has already proven to be a singularly powerful
tool. While hundreds of different 2D heterostructures have been reported,
the next step in the field seems to lie in the development of new measure-
ment techniques for these atomically thin, artificial materials. As we have
discussed in this work, current and novel optoelectronic techniques can
be powerful probes into the complex phenomena found in (moiré) vdW
heterostructures[131].

Here, we summarize our findings and comment on possible advancements
in the specific research directions we have explored. We have described
various experimental studies of fundamental and technological relevance, in-
volving different material platforms and experimental techniques. Therefore,
we provide separate discussions on each topic.

Thermoelectricity and heavy fermion physics in 2D materials

In Chapter 3, we studied the thermoelectric transport generated by
the Seebeck effect in the MATBG flat bands. Using a gate-defined pn-
junction, we were able to demonstrate the thermoelectric nature of the
photovoltage response of MATBG (for above-gap excitation). We then
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leveraged the Seebeck-driven thermoelectric response to directly map the
electronic structure of the correlated states in the flat bands[218].

The low-temperature thermoelectricity featured an anomalous behaviour,
where the gap-like oscillations of the signal remained negative across the
correlated states for ν > 0. The observed response, indicative of strong
e-h asymmetry of the correlated states, was microscopically modeled using
the topological heavy fermion mapping of MATBG. All in all, we found
remarkable agreement between theory and experiment, which can be linked
directly to the coexistence of light and heavy electrons within the flat
bands[218]. We believe our findings provide, for the first time, direct evidence
of the interplay between these light and heavy electronic species in MATBG.

The concept of heavy fermion physics in 2D materials constitutes an
important research direction in the field and is not unique to MATBG. In the
case of the MATBG flat bands, this notion naturally accounts for many of
the contrasting electronic ground states of the strongly correlated flat bands.
Other twisted graphene multilayers also exhibit behaviours characteristic
of the interaction between electron orbitals localized at the superlattice
scale and a free electron sea[295]. Anomalous thermoelectricity in twisted
trilayer graphene[296] (see Fig. 6.1a) and the electronic ratchet effect in
twisted-untwisted configurations of graphene-hBN[297] stand out as prime
examples.

Heavy fermion phenomena were also expected to emerge in twisted TMD
heterostructures[298, 299], where the bandwidth (or degree of localization)
in each layer is different. When the layer with localized orbitals is doped to
one carrier per moiré site, they effectively form a lattice of local unpaired
moments (Fig. 6.1b). Then, the nearly-free carriers of the adjacent layers
screen out the local moments via the Kondo effect[300].

In contrast with conventional heavy fermion compounds, these effects
can be easily tuned via electrostatic gating in these moiré heterostructures.
As shown in Fig. 6.1c, the Kondo temperature in the twisted TMD het-
erostructure can vary significantly for small changes in the doping[300].

Thus, moiré-engineered heterostructures can simulate the Hubbard model
in an effective and flexible manner, including heavy fermion physics. We
note that recently, an intrinsic heavy fermion compound was isolated in
its 2D form for the first time[301] (Fig. 6.1d). The electronic and thermal
properties observed in CeSiI evidence the existence of intrinsic heavy fermions
in exfoliable 2D materials (Fig. 6.1e), opening the door for further studies
of this material and its heterostructures.

Regarding thermoelectric studies of MATBG, the Nernst effect which
describes transverse thermoelectric transport under an applied magnetic field,
stands out as a natural extension of this work. Similar to the Seebeck effect,
the Nernst effect can provide insight into a material’s electronic structure
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Figure 6.1: a) Violation of the Mott formula in the photo-thermoelectric voltage
of twisted trilayer graphene. b) Illustration of a TMD heterotrilayer, where the
strength of the moiré potential is layer-dependent. Controlling the moiré potential
and filling factor of each layer, an interlayer Kondo effect can be realized. c) Filling-
dependent Kondo temperature in a TMD homobilayer. The Kondo temperature
ranges between T = 5 - 45 K in the relevant filling range. d) AFM map of a
2D layer of heavy fermion compound CeSiI. e) Temperature-dependent specific
heat of CeSiI thin flakes. The pronounced peak of the specific heat around T = 5
K indicates the emergence of a Kondo resonance. Panels (a), (b), (c), (d-e) are
adapted from Refs. [296], [299], [300] and [301], respectively.

that remains hidden in direct electrical transport[177]. Previous studies
revealed the presence of Weyl points and quantum critical points in 2D
WTe2[302, 303].

Furthermore, the Nernst effect is particularly sensitive to supercon-
ducting fluctuations and vortex matter, as demonstrated in (bulk) cuprate
superconductors[177]. Thus, studying the Nernst effect in 2D supercon-
ductors (below and above their Tc) could provide unique insight into the
formation of Cooper pairs and the role of superconducting fluctuations in
the superconducting pairing. We note that heavy fermions are also expected
to leave distinct fingerprints in the transverse thermoelectricity[177].

Local probe techniques also constitute a promising avenue for the study of
thermoelectric (and thermal) effects in 2D materials. Unlike global transport
and diffraction-limited optical studies, local thermal probes can provide
spatial insight into these phenomena. Recent examples include the spatial
mapping of the Seebeck coefficient in monolayer graphene using a scanning
thermal gate[304] or the direct observation of the Ettingshausen effect in
WTe2 using the SQUID-on-tip technique[305]. The recently developed
quantum twisting microscope[306] could also provide new and unique insight
into the thermoelectricity of (twisted) 2D materials.
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These studies of thermoelectric effects mainly focus on probing the
electronic spectrum governing the hot carrier transport, in a regime where
phonons do not play a significant role. However, we must highlight that a
comprehensive understanding of the role of phonon transport for 2D materials
is lacking. How phonons behave in systems of reduced dimensionality
or how phonons propagate across the vdW interfaces constitute essential
questions for thermal transport in vdW heterostructures. Furthermore,
the small sample size makes thermal transport experiments challenging in
these systems[217]. We note that an optomechanical technique to probe the
thermal properties of 2D materials has been recently reported[307].

On the cooling dynamics of MATBG

In Chapter 4, we studied the cooling time of a hot carrier distribu-
tion in MATBG, revealing ultrafast carrier cooling down to cryogenic
temperatures[252]. In contrast to the cooling time of AB bilayer graphene,
the cooling time in MATBG remains ultrafast when decreasing the lattice
temperature (above 5 K); indicating the existence of an efficient cooling
pathway connected to the moiré superlattice. We modeled the cooling path-
ways in MATBG and found evidence of a novel Umklapp electron-phonon
scattering mechanism[252].

The new insights into the low-temperature cooling time in MATBG raise
some intriguing points. From a fundamental perspective, this study motivates
the inspection of Umklapp electron-phonon scattering and its consequences
on the device resistivity. As mentioned before, the origin of the linear-in-T
resistivity or the large prefactor of the T 2 remain open questions[101, 106,
107]. It has been proposed that an enhanced electron-phonon coupling in the
MATBG flat bands could be related to these observations[223]. In addition,
one may consider whether the enhancement of the e-ph coupling plays a
role in the ’pairing glue’ of the superconducting state. So far, no conclusive
experimental insight points towards either e-ph driven superconductivity[228–
230] or a more exotic e-e driven pairing[224–227]. Many aspects about the
phonon spectrum and the strength of e-ph coupling in MATBG remain
unresolved.

This study of the electron cooling dynamics supports the current picture
of light-matter interaction in MATBG for above-gap excitation (see Fig.
4.3b). As put forward in previous reports[143, 242–245], the excitation and
thermalization processes for ’high-energy’ photons (much larger than the
energy scale of the flat bands) appear to be insensitive to the flat bands and
the correlated states. The main consequence of the photo-absorption is the
generation of a hot carrier distribution in the flat bands with Te > Tl.

However, we note that hot carrier physics in MATBG has not been
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comprehensively explored. Many of the experimental signatures of hot
carrier transport in graphene[130, 209, 210] have not been reported yet for
MATBG. For instance, we have hypothesized here that the thermalization
time in MATBG is similar to that of intrinsic graphene. To date, the
thermalization dynamics of this system have not been directly observed.
Experiments with higher temporal resolution (∼ fs) are required to resolve
these dynamics[212].

Future studies may also look closer into the role of the correlated ground
states in the hot carrier dynamics. Would they change dramatically for a
correlated insulator compared to a ’trivial’ metallic state? Are the hot carrier
dynamics sensitive to the symmetries of the underlying ground state? In our
study, at temperatures of T ≥ 5 K and with ∼ 100 fs temporal resolution,
we didn’t observe such effects

Studying the cooling dynamics of MATBG in different conditions is also
an enticing prospect. First, one may study them at lower lattice temperatures.
Will the cooling time remain ultrafast down to mK temperatures? Are there
other scattering mechanisms beyond the Umklapp e-ph scattering? What
role do the hBN phonons play in these MATBG samples? Could one engineer
moiré phonons in surrounding layers, for example in the hBN substrate?[308]

Another promising research direction is the use of longer excitation
wavelengths. To fully unravel light-matter interaction in the flat bands, one
needs to match the energy scale of the flat bands, which corresponds to a
photon energy of a few THz. Terahertz excitation could be used to study
optical transitions within the MATBG flat bands[139, 309, 310], perhaps
unveiling intricate selection rules. A bulk photovoltaic effect is also expected
to occur in MATBG under THz illumination[311]. We note that terahertz
optics experiments are challenging, particularly when the size of the MATBG
samples is comparable to or smaller than the wavelength. The possibility
of performing on-chip THz spectroscopy[312] or Fourier-transform infrared
spectroscopy[313] stands out as a possible avenue to address these challenges.

From an applied perspective, the central question is how can one leverage
the ultrafast cooling in MATBG for the design of novel devices. One imme-
diate possibility is the development of ultrafast photodetectors operating at
low temperatures[137, 314], with applications in space communications[266]
or quantum photonic circuits[315]. The ultrafast, low-temperature cooling
could also be leveraged in conjunction with the ultra-low carrier density
superconductivity in MATBG, which has been proven to be extremely sensi-
tive to optical excitations[140, 143]. Furthermore, the combination of the
unique thermoelectric response demonstrated in Chapter 3 and the ultrafast
electron cooling time could enable the development of novel thermoelectric
devices based on MATBG[316].

The ultrafast carrier cooling observed in MATBG is also appealing for

151



6. Outlook

heat management in low-temperature electronics. Modern electronic circuits
are characterized by high-density packing of miniaturized components that
will dissipate heat[317]. Thermal engineering of these circuits becomes
increasingly challenging as the device dimensions shrink and the operation
temperature decreases. However, 2D materials including MATBG generally
exhibit excellent thermal properties. Thus, implementing 2D materials in
commercial cryogenic electronics can help alleviate the thermal load in these
circuits[318].

On high-Tc superconducting devices for quantum technologies

Lastly, in Chapter 5, we described the development of superconducting
photodetectors based on an exfoliated, high-Tc superconductor. We demon-
strated bolometric photodetection that leverages the large dR/dT values in
the BSCCO-2212 samples, obtaining record performance in terms of device
responsivity up to liquid nitrogen temperatures (77 K)[167]. Furthermore,
we showed that for high-quality devices with hysteretic, bistable IV curves,
it is possible to exploit an SNSPD-like avalanche response. Through this
non-bolometric mechanism, we were able to reach single-photon sensitivity
at λ = 1550 nm at T = 20 K[168].

The results presented here constitute a significant first step towards the
practical use of HTS’s in sensing applications. Indeed, the group of Karl
Berggren demonstrated very similar devices with improved performance
shortly after[288]. Notably, they reported single photon detection at a
slightly higher temperature (25 K) and were able to read out the device
response in a nanosecond timescale (comparable to commercial SNSPD’s).

Here, we discuss possible avenues for improvement in the specific devices
explored in this thesis, as well as recent efforts to scale the fabrication and
integration of HTS devices. While the mechanical exfoliation of BSCCO-2212
flakes does not offer much scalability, so far it has proven to be an effective
way to harness HTS in ultra-thin samples[86, 89, 167, 168, 281, 282, 288, 319].

Regarding the improvement of the BSCCO-2212/hBN heterostructures,
the clear goal is realizing superconducting single-photon detectors that oper-
ate at liquid nitrogen temperature. In principle, hysteretic IV characteristics
at higher temperatures should be attainable in pristine BSCCO-2212 nanos-
tructures. We highlight two areas for improvement towards this prospect: 1.
improving the electrical contact to the superconducting flake and 2. reducing
the degradation of the non-irradiated layers.

In this work, we used a bottom contact strategy to minimize the fabri-
cation steps after exfoliation and stacking. However, the bottom contacts
create a Schottky barrier at low temperatures and can be unstable over long
periods. While the Schottky barrier can be overcome, it may complicate
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the impedance matching of these devices, which could ultimately limit the
overall performance of such detectors[320].

The superconducting properties of the BSCCO-2212 flakes ultimately
depend on the degradation due to the exposure to ambient conditions[151].
While we attempted to minimize this effect, the bottleneck for hysteretic
transport above 30 K remains the material’s chemical instability. In the
fabrication process, one may minimize degradation further using a bet-
ter encapsulation strategy [321, 322] or through an improvement of the
nanopatterning process.

Top-encapsulated devices with bottom electrical contacts may suffer some
degradation once they are outside the glovebox, as air can creep in through
the roughness of the SiO2 substrate and the gaps at the electrode edge.
In our fabrication workflow, this can take place during the brief exposure
of the sample when wire bonding the chip. An alternative is the double
encapsulation of the BSCCO-2212 flake with hBN. Such a device could retain
high-quality superconducting properties at high temperatures, including the
hysteretic IV characteristics. New strategies for electrical contact would
be required for double-encapsulated devices[322]. One possibility would
be the use of larger flakes in which the active area of the device is doubly
encapsulated, while the electrical contact lies away from the active area.
Vertical access through pre-patterned gold contacts on the encapsulating
hBN, known as VIA contacts, is also an appealing strategy[323].

In this work, we used an inert atmosphere glovebox for the exfoliation
and assembly of BSCCO-2212 heterostructures. Exfoliation of BSCCO-2212
using a cold plate (liquid nitrogen cooled) can help preserve the flake doping
level[89, 319]. Direct evaporation of metallic contacts using a stencil mask was
also demonstrated as a viable strategy for BSCCO-2212 devices[282, 319, 321].
Ideally, the entire exfoliation, stacking, contact evaporation, wire-bonding
and nanopatterning of the devices would be performed without any exposure
to ambient conditions. This prospect requires highly specialized setups, like
those shown in Refs. [89, 324–326].

The nanopatterning process can also be optimized to reduce further
any damage from the He+ ion beam. Outside the patterned area, some
(unwanted) disorder can appear due to the ion irradiation, reducing the
sample quality. From simulations of the beam-sample interaction, the
backscattering of helium ions was found to be the main source of unwanted
disorder[167]. Collisions from backscattered He-ions reduce the nominal
width of the nanowires and make the doping profile less sharp, with the
edges of the nanowire likely being away from optimal doping[158].

A way to reduce ion back-scattering is the fabrication of suspended devices
where the active area of the BSCCO-2212 flake has no underlying substrate
(see Fig. 2.16c). One could even envision a doubly-encapsulated BSCCO-
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Figure 6.2: a) SEM images of different nanostructures on a YBCO film of
30 nm thickness. Both meandering nanowires and nanochannel devices exhibited
hysteretic transport characteristics. b) Illustration of the cross-section for a BSCCO
flake integrated in a printed circuit board, which serves as electrical contact and
encapsulating layer. The lower and right panels show general and detailed TEM
images of the interface between BSCCO-2212 and the gold layer. Panels (a) and
(b) are adapted from [290] and [322].

2212 device where the active area is free-standing. Such a design could enable
even higher patterning precision (∼ nm scale) and sharp superconducting
features at higher temperatures.

Regarding the scalability of high-Tc devices, the growth of cuprate thin
films (specifically YBa2Cu3O7 or YBCO) stands out as a promising avenue
for large-scale fabrication of these devices[145]. The demonstration of single-
photon control of the switching dynamics in a YBCO nanowire illustrates the
potential for next-generation HTS-based quantum devices[327]. Extensive
research efforts have tried to obtain YBCO nanowires with hysteretic trans-
port and potential for single-photon detection [286, 287, 328–330]. Recently,
the scalable fabrication of high-quality YBCO nanostructures with hysteretic
IV ’s was reported[290] (Fig. 6.2b).

Another possibility is the direct integration of exfoliated HTS flakes into
different device architectures, as we explored with the waveguide-integrated
bolometer. Recent work demonstrated an approach for scalable integration
of exfoliated BSCCO-2212 flakes into CMOS circuits[322]. The method
relies on the PDMS-assisted transfer of printed circuit boards directly on the
exfoliated BSCCO-2212 flakes (see Fig. 6.2b). The printed circuit boards
lie on a thin SiN membrane which also encapsulates the superconducting
flake as the circuit is transferred. These devices are very promising, as they
exhibit excellent and stable transport characteristics[322].

The appeal of cuprate-based 2D devices goes beyond the prospect of
designing better superconducting sensors. From a fundamental standpoint,
several aspects of cuprate phenomena are still under debate, including the
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pairing mechanism and the symmetry of the order parameter. Early studies
of exfoliated BSCCO-2212 explored its phase diagram via electrostatic
doping[281]. Unlike its bulk counterpart, 2D layers of BSCCO-2212 can be
doped continuously via ionic liquid gating (see Fig. 5.4c).

Other studies have investigated junctions of twisted BSCCO-2212 layers,
where the twist angle controls the overlap between the anisotropic d-wave
superconducting gaps of each layer[319, 321, 331, 332]. Theoretical proposals
predicted that a topological superconducting state would emerge at a twist
angle of 45◦[333]. Recent experimental studies unveiled a suppression of the
tunneling for 45◦ junctions[319], a direct consequence of the symmetry of the
d-wave symmetry of the order parameter, as well as a superconducting diode
effect [334]. Josephson junctions based on twisted d-wave superconductors
have also been proposed as a platform for novel hybrid qubits with enhanced
coherence times[335].

All in all, the work comprised in this thesis illustrates the wide-ranging
possibilities that lie in the physics of correlated 2D materials; both in terms
of fundamental physics and the development of new technologies. Hopefully,
the results and discussion presented here motivate future research that pushes
science, and therefore society, forward.
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